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## 1. INTRODUCTION

These lectures treat the theory of the laser and the quantum theory of coherence. Most of the material can also be found in Haken (1966), (1979a, b) or (1981).

Laser physics started in the microwave region. "Microwave Amplification by Stimulated Emission of Radiation" was abbreviated to MASER. In rederiving Planck's radiation formula, Einstein (1917) postulated that the interaction between matter and light takes 3 forms: in addition to absorption and spontaneous emission of photons occur. A photon impinging on an atom or molecule in an excited state can cause the atom to emit an additional photon, thereby transmitting its excitation energy to the light field. The stimulated photon is exactly in phase with the stimulating photon - they are described by exactly the same wave function.

In order for stimulated emission to predominate over absorption, there must be more atoms in an upper than in a lower energy state. This condition a so-called population inversion - can never hold in thermal equilibrium. In an ammonia molecule, the ground and first excited states (symmetric and antisymmetric with respect to the position of the nitrogen atom relative to the plane of hydrogen atoms) are very close together, but well separated from other states. As $\Delta E \equiv E_{1}-E_{0} \ll k T$, both are equally populated at normal temperatures. By sending a beam of $\mathrm{NH}_{3}$ molecules through an electric field, Gordon, Zeiger and Townes (1954) separated upper and lower energy molecules into separate beams. The upper state beam was then sent through a cavity with natural (mode) frequency tuned to be in resonance with the Bohr frequency $\Delta E / h$.

First, spontaneous decays will occur. As they are $r$ andom, and independent of each other, they lead to unco-ordinated chaotic waves with random wave vectors and with the whole range of frequencies corresponding to the molecular natural linewidth. A spontaneously emitted (or stimulated) photon with a frequency and wave vector corresponding to a cavity mode will, however,
probably traverse the cavity many times to and fro before escaping. It thus has a good chance to stimulate a molecule to emit a photon with an identical associated electromagnetic wave. Each of the resultant 2 photons may repeat the process, and so forth, so that initially this cascade of coherent photons (all with the same EM wave) will grow exponentially. This growth will be prolonged and lead to a strong coherent wave dominating all spontaneous emission, if the particular wave is a low loss cavity mode.


The spacing between cavity lines is usually smaller than the atomic linewidth (envelope), so that amplification by stimulated emission may occur on several cavity modes at the same time. However, in the completely homogeneous case, competition between modes for upper state atoms (more accurately - for inverted population) to "feed" on eliminates all but the strongest mode - a laser equivalent of "survival of the fittest. This can only happen in a ring laser, where $I \alpha|\&|^{2} \alpha\left|e^{i k x}\right|^{2}$ is independent of position. In other cases, the wave has nodes. No stimulated emission "eats" the population inversion at a node, where it can thus feed another mode which has an antinode at this position - a variety of environments permit "peaceful coexistence" of several modes.

As cavity lifetimes $T_{c}$ may exceed natural lifetimes $T_{n}$ by many orders of magnitude, the associated cavity linewidth ( $\Delta \omega_{c}=1 / T_{c}$ ) may be far sharper than the natural linewidth $\left(\Delta \omega_{n}=1 / T_{n}\right)$. Nonlinear interactions in the laser can further reduce the remaining frequency spread by many orders of magnitude. Laser light can thus be highly monochromatic, with a spectral width of $10^{6}$ to $10^{10}$ times smaller than that of the best spectral lamp.

In an essentially closed cavity, as is normally used in masers, the mode structure is three dimensional. Since $\omega=k c$ depends only on the magnitude of $\bar{k}$, all modes which (in $\bar{k}$-space) corresponding to a spherical shell of volume $d^{3} k=4 \pi k^{2} d k$ are degenerate, within the same frequency range $d \omega=c d k$.

The number of modes is proportional to the volume in phase space

$$
\mathrm{dn}=\frac{\mathrm{Vd}^{3} k}{(2 \pi)^{3}}=\frac{V k^{2} d k}{2 \pi^{2}}=\frac{4 \pi V p^{2} d p}{(2 \pi \hbar)^{3}}
$$

For a cubic cavity, with $\mathrm{k} / \mathrm{k}$ kept constant (at say $10^{-6}$ ), dn will increase with the cube of the parameter $n_{0} \equiv \frac{k L}{\pi}=\frac{2 L}{\lambda}$. For a microwave laser this is no problem, as the wavelength and cavity dimensions are about the same, so that $n_{0}$ is a small integer. In the optical region, $n_{0}$ is typically $\frac{2 \times 0,25 \mathrm{~m}}{0,5 \times 10^{-6} \mathrm{~m}}=10^{6}$, so that about $10^{-6} \cdot \mathrm{n}_{\mathrm{o}}^{3}=10^{12}$ modes will compete.

Schawlow and Townes (1960) drastically reduced this number by using a cavity open in the $Y$ and $Z$ directions, so that the number of modes reduces to that of the one-dimensional case. In practice, one to a few hundred modes may compete. With such a cavity, Maiman (1960) obtained laser action in a ruby rod. As the ruby pump scheme is of type A below, it was not considered a likely candidate for successful laser action. Thus Phys. Rev. Letters rejected the first report of laser action, which then appeared in the New York Times after a press conference!

When more than one mode appears with frequency inside the atomic (or molecular) line profile, "survival of the fittest" may assert itself, so that only the mode with the strongest gain (nearest the centre of the atomic line) will survive.

The initial exponential growth of the coherent radiation cascade will slow down when the number of photons, and hence the number of stimulated emissions becomes so large that the population of excited state atoms is significantly depleted. (The number of lower state atoms simultaneously increases, which leads to absorption). The "gain" of the medium thereby decreases, and the exponential growth slows down and stops. (All this typically takes a few nanoseconds). A continuous steady output may be achieved if upper state atoms are continuously supplied, and lower state ones removed. In the ammonia maser this happens by a molecular beam passing through the cavity. In most lasers this is, however, achieved by an optical, electrical, chemical, gasdynamic or other "pump" mechanism which transfers a given atom or molecule from the lower to the upper state via one or more other quantum states.

Sometimes, a pulsed laser output is desired. This may be achieved by a procedure called $Q$-switching or $Q$-spoiling: The $Q$ value of the cavity is
degraded (the cavity feedback mechanism spoiled) for a sufficient time to allow the "pump" procedures to build up a very high population inversion, storing a large amount of energy. During this period laser action cannot reduce the population inversion, as the positive feedback provided by to and fro reflections in the cavity is prevented by $Q$ spoiling. One form of Q-switching is to rapidly rotate one cavity mirror, thereby preventing laser action except during the nanosecond or so when the mirrors are substantially parallel. During this brief period the laser cascade develops, as a so-called giant pulse that even in a tiny laser may reach a megawatt. In large neodymium-glass or $\mathrm{CO}_{2}$ systems, many terawatts may be obtained.

Passive Q-switching (without mechanically moving parts) may be achieved by inserting inside the cavity a saturable (bleachable) dye to prevent cavity feedback. When the population inversion exceeds a sufficiently high value, sufficient spontaneously emitted photons are absorbed in the dye to raise half the dye molecules to an upper state. In the dye, spontaneous emission now matches absorption, so that it becomes transparent to light at the laser frequency, and no longer spoils the cavity. The laser cascade develops in the next nanosecond in a giant pulse.

Mode-locking, in which a nonlinear element (either in the laser medium itself, or in a separate cell) establishes a phase relation between different modes, yields a train of even briefer pulses (of picosecond or shorter duration) separated from each other by the laser round-trip time $t=2 L / c . \quad$ By selecting one pulse from such a train, and amplifying it by passing it once through a laser medium without mirrors, the highest intensities, as used for achieving fusion, can be reached.

We have seen that laser light is extra-ordinarily monochromatic. Features such as coherence time $t_{c}=1 / \Delta \omega$ and coherence length $\ell_{c}=c t_{c}$ are related to this, as is the possibility to focus laser light to a spot with a diameter of about a wavelength. High intensities are achievable with pulsed focused lasers (up to $10^{25}$ watt $/ \mathrm{m}^{2}$ on a small spot). The correspondingly strong electric fields can exceed that felt be an electron in the lowest Bohr orbit in hydrogen, and can hence "instantaneously" ionize atoms, even when the energy per photon is far less than the ionization energy. However, these properties do not uniquely characterize laser light. With interference filters, extremely narrowband (monochromatic) light can be prepared. And high intensities are not an essential feature of laser radiation, as typical helium - neon lasers deliver 1 milliwatt of light.

Laser light is, however, uniquely characterized by other coherence, or statistical properties. An example is the 2 photon correlation function, which is measured in a Hanbury Brown-Twiss experiment. To explain the essential difference between laser and other light, we consider a component of the electric field

$$
E(x t)=E(t) \sin k x e^{i \omega t}
$$

and focus our attention on the comparatively slowly varying amplitude $E=E(t)$ the rapid fluctuations being contained in the factor $e^{i \omega t}$. Thermal light has a Gaussian distribution function $\exp \left[-(\Delta \omega \cdot t)^{2}\right]$, whereas light from an interference filter (or a laser below threshold) has a Lorentzian form $1 /\left[1+(\Delta \omega \cdot t)^{2}\right]$.
In all these cases the statistical distribution of the amplitude $E$


Statistical distribution of the amplitude $E$, for (a) thermal (Gaussian) light;
(b) light from a spectral source or interference filter (Lorentzian); and
(c) light from a laser above threshold.

As E may contain a slowly varying phase factor, it is complex. Hence a more correct representation would be obtained by rotating the diagram around the vertical axis, to generate a horizontal Eplane.

For a laser above threshold, the picture changes totally. The amplitude E is now well stabilized around a nonzero average value $\mathrm{E}_{\mathrm{o}}$. It shows extremely small fluctuations around $E_{o}$, due to quantum fluctuations (spontaneous emission) and interactions with the pumping and other "heatbath" variables which include a reservoir to which atoms can lose energy. There is an effective restoring force which maintains $|E|$ near $E_{0}$. The phase of $E$ will however execute a rondom walk, as it is not subject to any "restoring force".

To see how this comes about, we give a classical interpretation to the Heisenberg equation

$$
\dot{\mathrm{E}}=(\mathrm{G}-\mathrm{K}) \mathrm{E}-\mathrm{CE}^{3}+\mathrm{F}(\mathrm{t})
$$

Here G (which increases with increasing pump power) represents the gain to the light field due to stimulated emission, $K$ the absorption due to cavity losses, $C$ is positive, and $F$ is the random complex fluctuations. This equation of motion is similar to that for the displacement $q(t)$ of a particle with small mass $m$ in damped motion subject to a potential $V(q)=\frac{1}{2}(G-K) q^{2}+\frac{1}{4} c q^{4}$ and rondomly fluctuating forces $F(t)$ :

$$
m \ddot{q}+\dot{q}=-\frac{\partial V}{\partial q}+F(t)
$$




The potential $V(E)$ is sketched for the cases (a) far below threshold ( $G \ll K$ ), (b) still below, but nearer to threshold, and (c) above threshold ( $G>K$ ). The phase of $E$ is not represented in these two-dimonsional diagrams: a more correct, three-dimonsional diagram would be obtained by rotating the given ones about the vertical (V) axis. The other 2 axes would then represent the real and imaginary parts of $E$. The restoring force in the cases below threshold is towards $E=0$, and decreases as the gain increases towards threshold. Consequently the time-relaxations become slower, and the linewidth narrower.

Above threshold these is a restoring force for $|E|$ towards a value $E_{0}$. Both $\mathrm{E}_{\mathrm{o}}$ and the restoring force increase with increasing gain, i.e. as the laser moves further above threshold. The phase of $E$ experiences no restoring force in the rotationally symmetric well.

The transition from below to above threshold resembles a phase transition. The system is self organizing in that stimulated emission (which is dominant above threshold) "synchronizes" the emissions of the individual atoms.

## 2. RATE EQUATIONS

Laser theory is a rich field and many questions can be asked:

1. What is the laser condition? What is the intensity?
2. What is the time-behaviour of the electric field? In a laser we have a number of modes, each, say, with index $\lambda$, with $n_{\lambda}$ the number of photons in a mode $\lambda$. Can modes exist together? Do they compete? All these questions can be answered by the so-called rate equations. The quantities we are working with therefore are $n_{\lambda}, N_{\mu, 2}$, (number of atoms in upper level), $N_{\mu, 1}$ (number in lower level).

But we can improve on this description by also describing the system in terms of the light frequency and the phases. The semiclassical equations yield this description.

### 2.1 The Laser condition

This was first derived in a paper by Schawlow and Townes ${ }^{(2)}$. That was the beginning of the rat race to make the first laser work. The condition is not so difficult. What we want to have is the process of stimulated emission dominating the whole process.

We have a system of two level atoms and we have in the beginning all in the ground state. Then we excite the system from the outside. Now we look for the rate at which light is produced. We have first of all stimulated emission. Now we go back to Einstein, who in his 1917-paper has introduced the rate for stimulated emission. This rate is as follows. Let wo have n photons (in a single mode). The intensity of this mode is proportional to the number of photons $n$ in this mode.

The rate of stimulated emission is proportional to $N_{2} n W, W \equiv$ transition probability. To look what this probability means I remind you of spontaneous emission. The rate of spontaneous emission is proportional to $\mathrm{N}_{2} \mathrm{~W}$. Now we can relate $W$ experimentally to the optical lifetime

$$
W=\frac{1}{\tau} .
$$

This $\tau$ means lifetime with respect to emission into all possible modes. The excited atom decays into the lower state and it may emit all sorts of radiation which is compatible with selection rules and with the energy conservation. However, in the laser case we are interested only in a specific mode, because we have a cavity and we want to know what the transition rate is in the specific mode. We have therefore still to divide by $p$, the number of modes within the spontaneous linewidth $\Delta \nu$ of the atom. How many modes are in the optical linewidth?

```
    p=\frac{8\pi}{~}\mp@subsup{\nu}{}{2}\Delta\nuV
So }W=\frac{1}{\taup}
```

The virtue of the Schawlow-Townes calculation is that all quantities are experimentally known.

We also have absorption. The absorption rate is $N_{1} n W$ (the $W$ is the same).

Now we not finished, because we have a cavity and the photons may escape and the loss rate is proportional to the number of photons present and proportional to the inverse of the mean lifetime $t_{1}=\frac{L}{c(1-R)} \cdot(R=$ reflectivity $)$ The remaining losses are due to diffraction. Thus we finally obtain

$$
\frac{\mathrm{dn}}{\mathrm{dt}}=\left(\mathrm{N}_{2}-\mathrm{N}_{1}\right) \mathrm{Wn}-\frac{\mathrm{n}}{\mathrm{t}_{1}}
$$

We have neglected spontaneous decay and retained only the coherent parts. If spontaneous decay is included, we would get a term $N_{2} W$


Since spontaneous decay is so much smaller than stimulated emission, the laser condition $\frac{d n}{d t} \geqslant 0$. reduces to

$$
\begin{aligned}
& n\left(N_{2}-N_{1}\right) W \geqslant \frac{n}{t_{1}} \\
& \text { i.e. } \quad\left(N_{2}-N_{1}\right) W \geqslant \frac{1}{t_{1}} \quad \text { if } n \neq 0 \\
& \text { or } \frac{N_{2}-N_{1}}{V \tau 8 \pi v^{2} \Delta v / c^{3}} \geqslant \frac{1}{t_{1}} .
\end{aligned}
$$

If $R=90 \%, L=30 \mathrm{~cm}$,then $t_{1}=10^{-8}$ seconds. In order to satisfy the laser condition $\Delta v$ must be small and the frequency $v$ should not be too big, also $N_{2}-N_{1}$ must be high enough. For $\nu=10^{15} \mathrm{sec}^{-1}, c=3 \times 10^{10} \mathrm{~m} / \mathrm{sec}$,

$$
\begin{aligned}
T=10^{-8}, \quad \Delta \nu & =10^{10}, \text { then } \\
\frac{N_{2}-N_{1}}{V} & =10^{10} \mathrm{~cm}^{-3}
\end{aligned}
$$

which is a good figure.

### 2.2 Pump schemes

(A)

Pumping takes place from 1 to 3. From 3 to 2 we then have recombination and the lasing action is between 2 and 1.

The disadvantage of this scheme is that more than $50 \%$ of the lower atoms must be excited before anything can be achieved. The ruby laser is an example using this scheme. Note for example that in the Ruby laser ( $\mathrm{Al}_{2} \mathrm{O}_{3}$ ) the density of the doped chrome-ions $\mathrm{Cr}^{3+}$ is $10^{19} \mathrm{~cm}^{-3}$. Maiman did it with sufficient power.

A better system is
(B)

where the pumping is from 1 to 3 and the lasing is from 3 to 2, provided of course that the recombination rate from 2 to 1 is big enough. Lastly one gets (in a 4 level system) a combination of these:


These are the pump schemes you can have in principle. You can realise these pump schemes by many solids, gases, etc.

### 2.3 Matter equations

For simplicity we take one kind of photon only (one mode) and two-level systems of atoms, where all atoms are equivalent. The creation rate for photons is given by the field equation

$$
\begin{equation*}
\frac{d n}{d t}=N_{2} W+\left(N_{2}-N_{1}\right) n W-2 k n \tag{1}
\end{equation*}
$$

where the term $N_{2} W$ due to spontaneous emission will be neglected and where $2 \mathrm{k} \equiv \frac{1}{\tau}$, is the cavity loss probability.

Now, if we introduce a transition rate $W_{21}$ [from $1 \rightarrow 2$, determined by the external pump] and a rate $W_{21}$ determined by radiationless processes like collisions as well as by spontaneous emission, we obtain for the atoms the two equations

$$
\begin{aligned}
& \frac{\mathrm{dN}_{2}}{\mathrm{dt}}=-\left(\mathrm{N}_{2}-\mathrm{N}_{1}\right) n W+\mathrm{N}_{1} \mathrm{~W}_{21}-\mathrm{N}_{2} \mathrm{~W}_{12} \\
& \frac{\mathrm{dN}}{1} \mathrm{dt}=\left(\mathrm{N}_{2}-\mathrm{N}_{1}\right) n W-N_{1} W_{21}+N_{2} W_{12}
\end{aligned}
$$

The total number of atoms $N=N_{1}+N_{2}$ is constant, whereas the difference

$$
N_{2}-N_{1}=D
$$

satisfies the equation

$$
\begin{equation*}
\frac{d D}{d t}=\frac{D_{0}-D}{T}-2 D W n \tag{2}
\end{equation*}
$$

where the constants are defined by

$$
\begin{aligned}
& \frac{1}{T}=W_{12}+W_{21} \\
& D_{0}=\frac{W_{12}-W_{21}}{W_{12}+W_{21}} N
\end{aligned}
$$

Equation(2) says that if 2 DWn is neglected (photon number $=0$, no optical processes) then $D$ will relax to $D_{o}$ at a rate determined by the time constant $T$


Relaxation of the population difference $D$ in the case of "noherent ${ }^{\text {coptical }}$ processes", $n=0$.

### 2.4 Steady state

Let us look at the steady state case of (1) and (2). In the steady state the inversion is given by

$$
\mathrm{D}=\frac{2 \mathrm{~K}}{\mathrm{~W}}, \quad \mathrm{n} \neq 0
$$

and from $\frac{d D}{d t}=0$ we obtain

$$
D=\frac{\mathrm{D}_{\mathrm{o}}}{1+2 \mathrm{TWn}}
$$

So in the steady state, the inversion is (naturally) lower than in the unsaturated case. The solution for $n$ in the steady state is

$$
\begin{equation*}
\mathrm{n}=\frac{\mathrm{WD}_{\mathrm{o}}-2 \mathrm{~K}}{4 \mathrm{KTW}} \tag{3}
\end{equation*}
$$



Photon number as function of pump-rate $\sim D_{o}$
$D_{0}$ contains the pump rate, $\sim D_{0} \sim W_{21}-W_{12}$. Now we see there is a critical pump rate $D_{c}$. As the pumping increases, at first a certain amount of pump-energy is eaten up by incoherent processes and then any surplus pump energy we provide the system with, is converted into the laser light.

There is a problem with rate equations. The photon number $n$ has to be nonnegative even if the laser condition

$$
W_{0}>2 \mathrm{~K}
$$

is not fulfulled.

### 2.5 The adiabatic approximation

We assume that $D$ relaxes very quickly in the two equations

$$
\begin{equation*}
\dot{\mathrm{n}}=\mathrm{DWn}-2 \mathrm{kn} \tag{4}
\end{equation*}
$$

$\dot{D}=\frac{D_{o}-D}{T}-2 D W n$

Then $\dot{\mathrm{D}}=0$ and

$$
\begin{equation*}
D=\frac{D_{0}}{1+2 \mathrm{Thn}}, \tag{6}
\end{equation*}
$$

the value of $D$ to which it relaxes. For a small photon number, i.e. not too far above threshold

$$
D=D_{0}(1-2 T W n) .
$$

Substitution into (4) gives

$$
\frac{\mathrm{dn}}{\mathrm{dt}}=\left(\mathrm{WD}_{0}=2 \mathrm{~K}\right) \mathrm{n}-\mathrm{Cn}^{2}
$$

The stationary solution $n_{s}$ is known to us. Let us assume $n$ is small - then we have an exponential increase of $n$. If $n$ is large it starts decreasing and reaches the stationary value $n_{s}$.


If you have a large deviation then you cannot use this approach. A possible appreach then is one of linearization:

$$
\begin{aligned}
& \mathrm{n}=\mathrm{n}_{\mathrm{s}}+\delta \mathrm{n}, \quad \delta \mathrm{n}=a e^{\alpha t} \\
& \mathrm{D}=\mathrm{D}_{\mathrm{s}}+\delta \mathrm{D}
\end{aligned}
$$

We obtain two linear equations for $\delta n, \delta D$ and obtain from the determinant $=0$ condition some value

$$
\alpha=-\Gamma+i \omega .
$$

Usually $\Gamma>0$, which means that the system is stable. The $i \omega$ does not appear in 2 -level systems, only in three level systems. The relaxation oscillates in 3-level systems. Sometimes $\Gamma$ negative is observed - then the rate equations are too restrictive - we then need phases too.

### 2.6 The giant pulse (Q switch)

The rate equations can be used in a semi-stationary way to describe the functioning of the $Q$-switch. With mirrors not aligned, or the dye not yet bleached, $n=0$ and the. equation $D=\frac{D_{0}}{1+2 T W n}$ yields $D=D_{o}$. Here we have a very high inversion $D=D_{o}$. When the mirrors are aligned, or the dye gets bleached, $\frac{d n}{d t}$ and $n$ increases (initially exponentially) according to

$$
\frac{d n}{d t}=\left(W D_{0}-2 K\right) n-C n^{2}
$$

and $D$ decreases according to (6). The resulting behaviour is illustrated below.


Approximate behaviour of $D$ and $n$ for $Q$-switch according to rate equations.

### 2.7 Multilevel atoms

Now we consider three levels, with $3 \rightarrow 2$ the lasing transition.


With just one kind of photon (single-mode case) the photon rate equation is

$$
\frac{d n}{d t}=\left(N_{3}-N_{2}\right) W n-2 K n
$$

whereas the matter equations become

$$
\begin{aligned}
& \frac{d N_{3}}{d t}=-\left(N_{3}-N_{2}\right) W n+W_{31} N_{1}+W_{32} N_{2}-N_{3}\left(W_{23}+W_{13}\right) \\
& \frac{d N_{2}}{d t}=-\left(N_{2}-N_{3}\right) W n+W_{21} N_{1}+W_{23} N_{3}-W_{12} N_{2}-W_{32} N_{2} \\
& \frac{d N_{1}}{d t}=-N_{1}\left(W_{31}+W_{21}\right)+N_{2} W_{12}+N_{3} W_{13}
\end{aligned}
$$

In reality some terms are always small or zero. For example in the 3-level systems above, $W_{13}=0$ because the pumping conditions just do not cause a transition $3 \rightarrow 1$ and $W_{32}=0$ due to the same reason.

Also $W_{21}=0$ and $W_{13}=0$. Under these conditions the system simplifies to

$$
\begin{aligned}
& \frac{d n}{d t}=\left(N_{3}-N_{2}\right) W n-2 K_{n} \\
& \frac{d N_{3}}{d t}=-\left(N_{3}-N_{2}\right) W n+W_{31} N_{1}-W_{23} N_{3} \\
& \frac{d N_{2}}{d t}=-\left(N_{2}-N_{3}\right) W n+W_{21} N_{1}+W_{23} N_{3}-W_{12} N_{2} \\
& \frac{d N_{1}}{d t}=-N_{1} W_{31}+N_{2} W_{12}
\end{aligned}
$$

If the pump rates $W_{31}, W_{21}$ are much smaller than the decay rates $W_{23}$ and $W_{12}$, most of the atoms are in their ground states, and $N_{1} \sim N$. Then

$$
\begin{aligned}
\frac{\mathrm{dN}_{3}}{d t} & =W_{31} N-W_{23} N_{3}-W\left(N_{3}-N_{2}\right) n \\
\frac{\mathrm{dN}_{2}}{d t} & =W_{21} N+W_{23} N_{3}-W_{12} N_{2}+W\left(N_{3}-N_{2}\right) n \\
& \approx W_{21} N-W_{12} N_{2}+W\left(N_{3}-N_{2}\right) n
\end{aligned}
$$

where we have also neglected $\mathrm{W}_{23} \mathrm{~N}_{3}$. Without laser action $\mathrm{N}_{3}$ and $\mathrm{N}_{2}$ will arrive independently at their equilibrium values

$$
\begin{aligned}
& \mathrm{N}_{1}=\frac{\mathrm{W}_{31}}{\mathrm{~W}_{23}} \mathrm{~N} \text { and } \\
& \mathrm{N}_{2}=\frac{\mathrm{W}_{21}}{\mathrm{~W}_{12}}
\end{aligned}
$$

respectively.

### 2.8 Multimode cases

We know that a number of modes fit under the atomic line profile - see the diagram orr page 2, We assume that each of these modes can be occupied by a number of photons $-n_{\lambda}$ for mode $\lambda$. Now we also want to extend the approach with respect to the atoms:
$\lambda$ atom $\mu$ at position $x_{\mu}$

near a node, the field $E$ and $n \propto|\varepsilon|^{2}$ are larger, and $D$ smaller, than elsewhere We distinguish these atoms by the label $\mu$, and let $x_{\mu}$ be the position within the cavity.

The field equation, for the number of photons in mode $\lambda$ (ignoring spontaneous emission) is
which replaces $\frac{\mathrm{dn}}{\mathrm{dt}}=\mathrm{DWn}-2 \mathrm{Kn}$.

The matter equation for atom $\mu$ describes the "local inversion"

$$
\begin{equation*}
\mathrm{d}_{\mu}=\mathrm{N}_{2 \mu}-\mathrm{N}_{1 \mu}=\rho_{22 \mu}-\rho_{11 \mu}=|\mathrm{a}|^{2}-|\mathrm{b}|^{2} \tag{8}
\end{equation*}
$$

where $\psi(t)=a(t) \theta_{U}+b(t) \theta_{L}$, with $\theta_{U}$ and $\theta_{L}$ the upper and lower state atomic wave functions for atom $\mu$. The matter equation is

$$
\begin{equation*}
\frac{\mathrm{d}_{\mu}}{\mathrm{dt}}=\frac{\mathrm{d}_{0}-\mathrm{d}_{\mu}}{\mathrm{T}}-\sum_{\lambda} 2 \mathrm{n}_{\lambda} \mathrm{w}_{\lambda \mu} \mathrm{d}_{\mu} \tag{9}
\end{equation*}
$$

to replace $\frac{d D}{d t}=\frac{d_{o}-d_{\mu}}{T}-2 W D n$.

The rate coefficient for stimulated emission is

$$
\begin{align*}
W_{\lambda \mu} & =\frac{2 \gamma_{\mu}}{\gamma_{\mu}^{2}+\left(\nu_{\mu}-\omega_{\lambda}\right)_{2}}\left|g_{\mu \lambda}\right|^{2}  \tag{10}\\
\text { with } g_{\mu \lambda} & =\text { ie }\left\langle\phi_{U}\right| \underline{x}\left|\phi_{L}\right\rangle_{\mu} \cdot \underline{e}_{\lambda} u_{\lambda}\left(\underline{x}_{\mu}\right) \cdot\left(\frac{2 \pi \omega_{\lambda}}{\hbar}\right)^{\frac{1}{2}} . \tag{11}
\end{align*}
$$

Here $e_{\lambda}$ and $u_{\lambda}$ are the mode polarization and wavefunction.

Very interesting consequences follow from the multimode formulation. Firstly we consider mode competition, and prove that only certain modes can survive.

### 2.8.1. Mode selection in the completely homogeneous case

Where the laser active atoms are inbedded in matrix (as the $\mathrm{Cr}^{++}$in $\mathrm{Al}_{2} \mathrm{O}_{3}$ for ruby, or the $\mathrm{Nd}^{+3}$ in glass), individual atoms at non-equivalent sites may suffer different degrees of shifting or individual broadening of the lasing transition. In (19) , $\nu_{\mu}$ and/or $\gamma_{\mu}$ would then differ from atom to atom. In a gas discharge, different atoms have different Doppler shifts, so that their line centres $\nu_{\mu}$ differ. Such processes lead to inhomogeneous broadening of a spectral transition. In a laser, yet another, additional, source of inhomogeneity may arise: near the nodes of the field $\varepsilon_{\lambda}$ for a given node, the probability for stimulated emission (and absorption) is much less than elsewhere, so that different spatial positions $x_{\mu}$ are not equivalent.

In the completely homogeneous case, all laser-active atoms are equivalent with respect to the lasing transition: $W_{\lambda \mu}$ of (10) must be the same for all atoms. This can only happen in a ring laser where $\varepsilon_{\lambda}=E_{o} U_{\lambda}\left(x_{\mu}\right)=E_{o} e^{i k x_{\mu}}$ so that the intensity $|\varepsilon|^{2}$ is the same for all atoms.

In such a case

$$
W_{\lambda \mu}=W_{\lambda}, \quad \sum_{\mu} d_{\mu}=D,
$$

and for a steady state ( $\dot{\mathrm{n}}_{\lambda}=0$ ), equation (7) yields that

$$
\left(D W_{\lambda}-2 \mathbf{k}_{\lambda}\right)=0
$$

It follows that for all modes which partake in the laser action (i.e., for which $n_{\lambda} \neq 0$ ), the ratio $\frac{W_{\lambda}}{K_{\lambda}}$ of gain to loss must be the same (= $2 / \mathrm{D}$ ). What happens is that only the strongest mode (or degenerate modes) in terms of $\frac{W_{\lambda}}{\mathrm{K}_{\lambda}}$ will survive in a completely homogeneous case. In terms of the diagram on page 2 for an optical laser (where $K_{\lambda}$ is the same for neighbouring
longitudinal modes), this means the mode corresponding to the spike nearest the peak of the atomic transition.

### 2.8.2 Coexistence of modes due to spatial inhomogeneities

In a steady ( $\left.\dot{d}_{\mu}=0\right)$ state, (9) gives that

$$
\begin{equation*}
\mathrm{d}_{\mu}=\frac{\mathrm{d}_{\mathrm{o}}}{1+2 \mathrm{~T} \sum_{\lambda \lambda} \mathrm{n}_{\lambda} \mathrm{W}_{\lambda \mu}} \quad \approx \mathrm{d}_{\mathrm{o}}\left(1-2 \mathrm{~T} \sum_{\lambda} \mathrm{n}_{\lambda} \mathrm{W}_{\lambda \mu}\right) \tag{12}
\end{equation*}
$$

When the frequency dependence of $W_{\lambda \mu}$ (the spectral line profile) is homogeneous, the spatial dependence

$$
W_{\lambda \mu} \sim\left|U_{\lambda}\left(x_{\mu}\right)\right|^{2}=\left|\sin k_{\lambda} x_{\mu}\right|^{2}
$$

implies [by (12)] a corresponding variation in the local population inversion.

As explained below the diagram on page 2, these spatial inhomogeneities (spatial hole burning) of the mode functions for standing waves, provide a "variety of habits" which permit the coexistence of several longitudinal mode "species".


### 2.8.3 The Lamb dip: holes in a Doppler or other inhomogeneously broadened line

In gas lasers, the effects of inhomogeneous Doppler broadening of the spectral line profile imply that in (10), the line centre $\nu_{\lambda}$ for an individual atom depends on the velocity $v$ of the atom. If we consider (12) for a single mode, this implies the burning of a hole corresponding to the mode frequency into the inhomogeneously broadened atomic spectral profile (the envelope on page 2) - the so-called Lamb dip.


The original inversion (outer curve) has the shape of the atomic spectral profile. Lasing on the mode $\omega_{\lambda}$ removes from the inverted state atoms with frequencies $\nu_{\mu}$ within a distance $\gamma_{\mu}$ from the mode frequency profile, to yield the inner curve.

## 3. SEMICLASSICAL THEORY

The Maxwell equations for a dielectric with polarization $P$ and conductivity $\sigma$ are:

$$
\begin{aligned}
\operatorname{cur} 1 \underline{E} & =-\frac{1}{c} \underline{\dot{B}} & \underline{j} & =\sigma \underline{E} \\
\text { cur1 } \underline{H} & =\frac{4 \pi}{c} \underline{j}+\frac{1}{c} \underline{\dot{D}} & \underline{H} & =\underline{B} \\
\underline{D} & =\underline{E}+4 \pi \underline{P} & \operatorname{div} \underline{E} & =0
\end{aligned}
$$

By eliminating $H$ we obtain

$$
\begin{equation*}
\left(\nabla^{2}-\frac{1}{c^{2}}\right) \underline{\ddot{E}}=\frac{4 \pi}{c^{2}} \sigma \underline{E}+\frac{4 \pi}{c^{2}} \underline{\ddot{\mathrm{p}}} \tag{13}
\end{equation*}
$$

under the assumption that $\operatorname{div} \underline{P}=0$. For a discussion of the atoms we consider the interaction of the electromagnetic field $E$ with a single atom. The interaction energy is $H^{p}=e \underline{\xi} \cdot \underline{E}\left(\underline{x}_{\mu}, t\right)$, and the total hami1tonian is

$$
H=H_{o}+H^{p} \quad \underline{\xi} \equiv \underline{x}-\underline{x}_{\mu}
$$

with $H_{o}$ representing the unperturbed atom.

We want to reduce the problem to a two-level problem. Let the two states $\sigma_{1}, \phi_{2}$ be known eigenstates of $H_{0}$ :

$$
\begin{aligned}
& H_{0} \phi=h \in \phi(\underline{\xi}) \\
& \psi(\underline{\xi}, \mathrm{t})=\mathrm{c}_{1} e^{-i \epsilon_{1} \mathrm{t}} \phi_{1}(\underline{\xi})+c_{2} e^{-i \epsilon_{2} t} \phi_{2}(\underline{\xi})
\end{aligned}
$$

Let $\epsilon_{2}-\epsilon_{1} \equiv \nu$.

It is then easily shown that the Schrödinger equation

$$
\mathrm{H} \psi=\mathrm{i} \hbar \frac{\partial \psi}{\partial \mathrm{t}}
$$

is equivalent to

$$
\begin{align*}
& i \hbar \dot{c}_{1}(t)=\underline{E}\left(t, x_{\mu}\right) e^{-i v t} \cdot \underline{\theta}_{12} \cdot c_{2}(t)  \tag{13a}\\
& i \hbar \dot{c}_{2}(t)=\underline{E}\left(t, x_{\mu}\right) e^{+i \nu t} \cdot \underline{\theta}_{21} c_{1}(t)
\end{align*}
$$

where ${\underset{-i j}{ }}_{\theta_{i j}}=\left\langle\phi_{i}\right| e \underline{x}\left|\phi_{j}\right\rangle$.
The states $\phi_{i}$ and $\phi_{j}$ normally possess definite parity, in which case $\underline{\theta}_{\mathrm{ii}}=0$ and the polarization ${\underset{P}{\mu}}=\langle\psi| \mathrm{e} \underline{\xi}|\psi\rangle$ for atom $\mu$ reduces to

$$
P_{\mu}=\underline{\theta}_{12} c_{1}^{*} c_{2} e^{-i \nu t}+\underline{\theta}_{21} c_{1} c_{2}^{*} e^{i \nu t},
$$

i. e. $\quad P_{\mu}=\alpha_{\mu-12}+\alpha_{\mu}^{*} \underline{\theta}_{21}=\alpha_{\mu-12}+c . c$.
where $\alpha_{\mu} \equiv c_{1}^{*} c_{2} e^{-i \nu t}$ is a density matrix element $\rho_{21}$ in Heisenberg form.

From (13a) and (14), both $\alpha$ and the atomic polarization (and hence the light field) are zero when the atom is in either the upper or the lower state. Absorption and stimulated emission only takes place when both $c_{1}$ and $c_{2}$, and hence the polarization and $\alpha$, are nonzero. From (13a), the field equation (for $\alpha_{\mu}$ ) is

$$
\begin{equation*}
\dot{\alpha}_{\mu}=-i\left(\nu_{\mu}+\gamma\right) \alpha_{\mu}+\frac{\mathbf{i}}{\hbar} \underline{E}^{\left(\underline{x}_{\mu}\right) \cdot \underline{\theta}_{21}} d_{\mu} \tag{15}
\end{equation*}
$$

where $d_{\mu}=\left|c_{2}\right|^{2}-\left|c_{1}\right|^{2}$ is the population inversion for atom $\mu$. The matter equations are

$$
\begin{equation*}
\left.\dot{\mathrm{d}}_{\mu}=\frac{2 \mathrm{i}}{\hbar} \underset{\underline{E}}{\underline{x}_{\mu}}\right) \cdot\left(\underline{\theta}_{12} \alpha_{\mu}-\mathrm{c.c} .\right)+\frac{\mathrm{d}_{0}-\mathrm{d}_{\mu}}{\mathrm{T}} \tag{16}
\end{equation*}
$$

The first term follows from (13a). It describes the interaction of the inversion $d_{\mu}$ with the field $\alpha_{\mu}$, i.e. absorption and stimulated emission, the last term describes incoherent (pump and relaxation) processes. For a homogeneous medium, the index $\mu$ may of course be dropped.

We write the total polarization as a sum over the atomic contributions

$$
\underline{P}(\underline{x}, t)=\sum_{\mu} \delta\left(\underline{x}-\underline{x}_{\mu}\right) \mathrm{p}_{\mu}
$$

### 3.1. Mode decomposition

The modes have been treated elsewhere-in the lecture by D.J. Brink. We assume a complete orthonormal set of modes satisfying $\left(\nabla^{2}+k_{\lambda}^{2}\right) \underline{u}_{\lambda}(\underline{x})=0$ and appropriate boundary conditions on the mirrors, and exp nd the field in terms of these modes:
$\underline{E}(\underline{x}, t)=\sum_{\lambda} E_{\lambda}(t) \underline{U}_{\lambda}(\underline{x}), \quad \omega_{\lambda}=k_{\lambda} c$,
and similarly for $\underline{P}(\underline{x}, t)$.

The equation (13) for $\underline{E}$ then becomes

$$
\begin{equation*}
\omega_{\lambda}^{2} \mathrm{E}_{\lambda}+\ddot{\mathrm{E}}_{\lambda}+\sum_{\lambda^{\prime}} 4 \pi \sigma_{\lambda \lambda^{\prime}} \dot{\mathrm{E}}_{\lambda^{\prime}}=-4 \pi \sum_{\mu}{\underset{\lambda}{u}}^{\left(\underline{x}_{\mu}\right) \cdot \ddot{\mathrm{p}}_{\mu}} \tag{17}
\end{equation*}
$$

where $\sigma_{\lambda \lambda^{\prime}}=\left(u_{\lambda}, \sigma_{\lambda^{\prime}}\right) \approx \delta_{\lambda^{\prime} \lambda^{\prime}} \sigma_{\lambda}$ if $\sigma$ does not vary rapidly over the mode volume (laser cavity). In the mode picture, (15) and (16) become

$$
\begin{equation*}
\dot{\alpha}_{\mu}=\left(-\mathbf{i} \nu_{\mu}-\gamma\right) \alpha_{\mu}+\frac{\mathbf{i}}{\boldsymbol{h}} \mathrm{d}_{\mu} \sum_{\lambda}^{\Sigma} E_{\lambda}(\mathrm{t}) \underline{\mathrm{u}}_{\lambda}\left(\underline{\mathrm{x}}_{\mu}\right) \cdot \underline{\theta}_{21} \tag{18}
\end{equation*}
$$

and

$$
\begin{align*}
\dot{\mathrm{d}}_{\mu} & =\frac{\mathrm{d}_{\mathrm{o}}-\mathrm{d}_{\mu}}{\mathrm{T}}+\frac{2 \mathrm{i}}{\hbar}\left(\underline{\theta}_{12} \alpha_{\mu}-\mathrm{c} \cdot \mathrm{c} .\right) \cdot \sum_{\lambda} E_{\lambda}(\mathrm{t}) \underline{U}_{\lambda}\left(\underline{\mathrm{x}}_{\mu}\right)  \tag{19}\\
& =\frac{\mathrm{d}_{\mathrm{o}}-\mathrm{d}_{\mu}}{\mathrm{T}}+\frac{2 \underline{p_{\mu}}}{\hbar \nu_{\mu}} \cdot \sum_{\lambda} E_{\lambda} \underline{U}_{\lambda}\left(\underline{\mathrm{x}}_{\mu}\right) \tag{19a}
\end{align*}
$$

### 3.2. The slowly varying amplitude and rotating wave approximations

We illustrate these approximations for the mode picture of the previous section [ they may also be directly applied to the original $\underset{\underline{E}(x t) \text { and }}{ }$ $\underline{p}(\underline{x} t)]$. The fast variations, at the mode (laser) frequency $\omega_{\lambda}$, which (see p2) is very close to the atomic (Bohr) frequency $\nu_{\mu}$, is factored out in the slowly varying amplitude approximation. Hence the amplitudes
$\tilde{\mathrm{E}}^{ \pm}$and $\tilde{\mathrm{p}}^{ \pm}$will vary slowly compared to $\mathrm{e}^{ \pm i \omega t}$ and $\mathrm{e}^{ \pm i \nu t}$, so that, when differentiating, $\dot{\tilde{E}}$ and $\dot{\tilde{\mathrm{p}}}$ are neglected conpared to $\omega \tilde{E}$ and $\nu \tilde{\mathrm{p}}$ in this approximation:
$E_{\lambda}(t)=e^{-i \omega} \lambda^{t} \tilde{E}_{\lambda}^{+}(t)+e^{+i \omega} \lambda^{t} \tilde{E}_{\lambda}^{-}(t) \equiv E_{\lambda}^{+}(t)+E_{\lambda}^{-}(t)=E_{\lambda}^{+}+c . c$.
$\underline{p}_{\mu}(t)=e^{-i \nu} \lambda^{t} \tilde{p}_{\mu}^{+}(t)+e^{i \nu} \nu_{\mu}^{t} \tilde{p}_{\mu}^{-}(t) \equiv \underline{p}_{\mu}^{+}(t)+\underline{p}_{\mu}^{-}(t)=\underline{p}_{\mu}^{+}+c . c$.

With the positive and negative frequency parts $\mathrm{E}^{\mp}$ and $\underline{\mathrm{p}}^{\mp}$ thus separated [by (14), we may set

$$
\left.\underline{\mathrm{p}}_{\mu}^{+}(\mathrm{t})=\alpha_{\mu} \underline{\theta}_{12} \quad \text { and } \quad \underline{\mathrm{p}}_{\mu}^{-}(\mathrm{t})=\underline{\alpha}^{*} \underline{\theta}_{21}\right]
$$

the essence of the rotating wave approximation is to keep, in a product such as

$$
\begin{equation*}
E_{\lambda}(t) \underline{p}_{\mu}(t)=\left(E^{+}+E^{-}\right)\left(p^{+}+p^{-}\right)=E^{+}{ }^{+}+E^{-} p^{-}+E^{+} p^{-}+E^{-} p^{+} \tag{21}
\end{equation*}
$$

only slowly varying term such as $\mathrm{E}^{+} \mathrm{p}^{-}$and $\mathrm{E}^{-}{ }^{+}$. The other terms $\sim e^{ \pm 2 i \omega t}$ oscillate at twice the Bohr (and laser) frequency, will rapidly average to almost zero over any short time covering many Bohr (optical) periods. Products similar to (19d) occur in most basic equations, such as (18), (19) and (19a) above.
3.3 Dimensionless quantities $b_{\lambda}$.

Let $\quad E_{\lambda}^{+}(t)=i \sqrt{\left(2 \pi \hbar \omega_{\lambda}\right)} \cdot b_{\lambda}, \quad E_{\lambda}^{-}(t)=-i \sqrt{\left(2 \pi \hbar \omega_{\lambda}\right)} b_{\lambda}^{*}$

With this definition, and the slowly varying amplitude and rotating wave approximations, the basic equations (17)-(19) become'

$$
\begin{align*}
& \dot{b}_{\lambda}=\left(-i \omega_{\lambda}-k_{\lambda}\right) b_{\lambda}-i \sum_{\mu} g_{\mu \lambda} \alpha_{\mu}  \tag{23}\\
& \dot{\alpha}_{\mu}=\left(-i \nu_{\mu}-\gamma\right) \alpha_{\mu}+\sum_{\lambda}^{\Sigma} g_{\mu \lambda} b_{\lambda} d_{\mu}  \tag{24}\\
& \dot{d}_{\mu}=\frac{d_{o}-d_{\mu}}{T}+2 i\left(\sum_{\lambda} g_{\mu \lambda}^{*} \alpha_{\mu} b_{\lambda}^{*}-\text { c.c. }\right) \tag{25}
\end{align*}
$$

The first describes variations in the field; the last 2 are the matter equations. Here an effective conductivity $\sigma$, related to $k_{\lambda}$ was used to incorporate both material and cavity losses. The term $\gamma$ and the term $\frac{d_{0}-d_{n}}{T}$ also describe incoherent relaxation processes.

### 3.4 Single mode operation

With a homogeneously broadened spectral line, and single mode operation (see $\S 2.8 .1$ ), the equations (22) simplify: indices $\lambda$ disappear, and $\nu_{\mu} \rightarrow \nu$. For a steady state, $\dot{d}_{\mu}=0$.

The ansatz of a coherent field coherently interacting with the atoms

$$
\begin{equation*}
b=B e^{-i \omega t}, \quad \alpha_{\mu}=A_{\mu} e^{-i \Omega t} \tag{26}
\end{equation*}
$$

with $B, A_{\mu}$ and $\Omega$ constant, leads to

$$
\begin{align*}
& A_{\mu}(-i \Omega+i \nu+\gamma)=i g_{\mu \lambda} B d_{\mu}, \quad A_{\mu}=\frac{i g_{\mu \lambda} d_{\mu} B_{\lambda}}{i(v-\Omega)+\gamma}  \tag{24a}\\
& 0=\frac{d_{0}-d_{\mu}}{T}+2 i\left(g^{*} A B^{*}-c . c .\right)=\frac{d_{0}-d_{\mu}}{T}-2 d_{\mu}|B|^{2} W_{\lambda \mu}
\end{align*}
$$

with $W_{\lambda \mu}=\left|g_{\mu \lambda}\right|^{2} \frac{2 \gamma}{(\nu-\Omega)^{2}+\gamma^{2}}$.

We set the dimensionless quantity

$$
\begin{equation*}
\left|\mathrm{b}_{\lambda}\right|^{2} \equiv|\mathrm{~b}|^{2}=|\mathrm{B}|^{2}=\mathrm{n} . \tag{27a}
\end{equation*}
$$

Then n is proportional to the intensity $\mathrm{I} \quad\left|\mathrm{E}^{+}\right|^{2}$. Then we have

$$
0=\frac{d_{o}-d_{\mu}}{T}-2 d_{\mu} n W_{\lambda \mu}
$$

and, from (26) into (23):

$$
B(-i \Omega+i \omega-K)=\left.\left.B \sum_{\mu}\right|_{\mu \lambda}\right|^{2} d_{\mu} \frac{\gamma-i(\nu-\Omega)}{(\nu-\Omega)^{2}+\gamma^{2}}
$$

This implies that either $B=0$ (mode not lasing) or the dispersion relation obtained by cancelling B. Real and imaginary parts give (see (27)).

$$
2 k=\sum_{\mu} W_{\mu \lambda} d_{\mu} \quad \text { and } \quad 2(\omega-\Omega)=-\sum_{\mu} W_{\mu \lambda} \alpha_{\mu} \frac{(\nu-\Omega)}{\gamma}=-2 \kappa \frac{(\nu-\Omega)}{\gamma}
$$

which gives $\Omega=\frac{\nu K+\omega Y}{K+\gamma}=\frac{\nu T_{2}+\omega t_{1}}{T_{2}+t_{1}}$
in terms of the cavity lifetime $t_{1}=\frac{1}{2 k}$ and natural lifetime $T_{2}=\frac{1}{2 \gamma}$.

### 3.5 Recovering the rate equations

By averaging over phases, we now rederive the rate equations. Into (23 we substitute for $\alpha_{\mu}$ from (26) and (24a):

$$
\frac{d b_{\lambda}}{d t}=\left(-i \omega-k_{\lambda}\right) b_{\lambda}-i \underset{\mu, \lambda^{\prime}}{ } \quad g_{\mu \lambda} g_{\mu \lambda^{\prime}} \frac{b_{\lambda} d_{\mu}}{i\left(\nu_{\mu}-\Omega_{\lambda^{\prime}}\right)+\gamma}
$$

From this equation we may calculate $\frac{d b_{\lambda}}{d t} b_{\lambda}^{*}+b_{\lambda} \frac{b d_{\lambda}^{*}}{d t}=\frac{d}{d t}\left(b_{\lambda} b_{\lambda}^{*}\right)$. We also use the fact that the phase average (see also (27a))
$\overline{b_{\lambda}^{*} b_{\lambda}}=\delta_{\lambda \lambda}, n_{\lambda}$,
i.e. that the phases of different modes are independent (as mode frequencies differ and - in the absence of mode-locking - are not commensurable). Then it follows directly that the photon rate equation is

$$
\frac{\mathrm{d}}{\mathrm{dt}}\left(\mathrm{~b}_{\lambda}^{*} \mathrm{~b}_{\lambda}\right)=\frac{\mathrm{dn}_{\lambda}}{\mathrm{dt}}=-2 k_{\lambda} \mathrm{n}_{\lambda}+\sum_{\mu} \mathrm{n}_{\lambda} \mathrm{W}_{\lambda \mu} \mathrm{d}_{\mu}
$$

as given earlier.
3.6 Adiabatic elimination. The nonlinear laser equation.

In order to investigate the time dependent nonlinear behaviour of the light field, we eliminated the matter variables from (23) - (25) according to the following scheme, which we illustrate for a
3.6.1 Single mode resonant two-level case with homogeneous broadening.

As in $\S 3.4$, indices $\lambda$ disappear, and $\nu_{\mu} \rightarrow \nu$. As a first step in our iteration,
we take $\mathrm{d}=\mathrm{d}_{0}$ (the value without coherent optical processes), and on resonance ( $\nu \approx \omega$ ) we self-consistently put
$b=B e^{-i \omega t}$
in (24), which becomes a linear first order differential equation, with solution

$$
\alpha_{\mu}^{(1)}=i g_{\mu} d_{0} B e^{-i \omega t} / \gamma
$$

Inserting this into (25), another linear d.e . is obtained, with solution

$$
d_{\mu}^{(1)}=d_{0}\left[1-4 T\left|g_{\mu} B\right|^{2} / \gamma\right] .
$$

Re-substituting this improved inversion into (24), we obtain an improved dipole moment

$$
\begin{equation*}
\alpha_{\mu}^{(2)}=\frac{i}{\gamma} g_{\mu} d_{o} b(t)\left[1-4 T\left|g_{\mu} b\right|^{2} / \gamma\right] \tag{a28}
\end{equation*}
$$

We now substitute this into (23) to eliminate the matter variable, and obtain a self-consistent equation for the field alone:

$$
\begin{equation*}
\dot{b}=(-i w-k) b+\frac{g^{2} N d_{o}}{\gamma} \quad b-\frac{4 N T d_{o} g^{4}}{\gamma^{2}}|b|^{2} b \tag{28}
\end{equation*}
$$

as with a homogeneously broadened transition, ${ }^{N} g_{\mu}^{2}=N g^{2}$ with $N$ atoms present. With

$$
\mathrm{G}=\mathrm{g}^{2} \mathrm{Nd}_{\mathrm{o}} / Y, \quad \mathrm{C}=4 \mathrm{NT}_{\mathrm{o}} \mathrm{~g}^{4} / \gamma^{2},
$$

we are below threshold (see $p$ ) if $G<K$; and above threshold (coherent processes predominating when the "gain coefficient" $G$ exceeds the loss coefficient $K$.

$$
\begin{aligned}
& \text { Substitute } b=B e^{-i \omega t} \text { into (28), then } \\
& K=G-C|b|^{2} \text {. }
\end{aligned}
$$

The nonlinearity of (28) enables us to find the photon number $n=\frac{G-K}{C}$ for a given pump rate (which implies a given unsatured inversion $d_{0}$ and a given gain coefficient). Without the nonlinear term, no steady state would be possible
above or below threshold (for $G \neq k$ ).

### 3.6.2 Effect of detuning the mode from the atomic line centre $\left(\omega_{\mu} \neq \nu_{\lambda}\right)$.

In the most general (multimode, off-resonance, but still steady state) case, the above elimination procedure is modified by starting with

$$
b_{\lambda}=B_{\lambda} e^{-i \Omega_{\lambda} t}, \quad d=d_{o \mu}
$$

Equations (a28) and (28) are replaced by lengthy ones [involving summations over 3 different $\lambda$ indices in the nonlinear (cubic) term] - see e.g. Haken (1970a) or p229 of Haken (1970b).

In the single mode inhomogeneously broadened case, we find, in addition to the above results, that a hole is burned into the gain profile, as in §2.8.3. Also, one finds a frequency shift

$$
\Omega-\omega=(\Delta \Omega)_{\mu}+n(\Delta \Omega)_{s}
$$

away from the cavity frequency. The first contribution is just the dispersion due to the atomic transition. The other contribution is proportional to the number of photons (light intensity) and describes the change of the dispersion du to the adjustment of the atomic occupation to the intensity of the light field.

### 3.6.3 Multimode case. Frequency and phase (mode) locking

With 2 modes, we find in addition to the above dispersion effects, a mutual influence of the individual mode dispersions on each other. As expected, two holes are burned into the inhomogeneous gain profile or atomic inversion spectrum. These influence each other when $\Omega_{1}-\Omega_{2} \leqslant \gamma$.

In the multimode case, for an inhomogeneously broadened laser transition, an important phenomenon occurs at very high inversion ( $Q$ switch), or when the cavity is so tuned that the frequency spacing $\Omega_{\lambda+1}-\Omega_{\lambda}$ between adjacent pairs of modes become nearly the same: As the inversion is increased, or the tuning improved, the frequencies suddenly jump to values where the spacings $\Delta \Omega$ are all equal. The nonlinearity also establishes a phase relation between the modes, which therefore beat, and produce a train of ultrashort light pulses.

The interval from one pulse to the next is $\tau=\frac{1}{\Delta \Omega} \approx \frac{1}{\Delta \omega}=\frac{2 L}{c}$, the "round trip" time for light to traverse the cavity forth and back. If $n$ modes (all under the gain profile) are thus phase locked together, the duration of a pulse becomes $\tau / n-$ less than $10^{-12}$ seconds in a $\mathrm{Nd}^{+3}$ glass laser.

## 4. THE QUANTUM THEORY OF THE LASER

This is the most complete theory of the laser, and can yield all the results of the semiclassical theory (and therefore also of the rate equations). In addition, it gives the effect of fluctuations (noise) due to spontaneous emussion, and of fluctuations due to interactions with the pump and other heatbath variables [ lossy cavity and all incoherent (spontaneous) processes see diagram below].

As is well known (and evident from equation (23)), when the electro-magnetic field in a cavity is decomposed into modes (as was done in the semiclassical theory), then the mode amplitudes $E_{\lambda}(t)$ and $b_{\lambda}(t)$ behave as harmonic oscillators In the fully quantum mechanical treatment, these field oscillators must now be quantized. The dimensionless complex amplitudes (positive and negative frequency parts) $b_{\lambda}$ and $b_{\lambda}^{*}$ now are replaced by nonhermitian boson (in the present case, photon) operators $b_{\lambda}$ and $b_{\lambda}^{\dagger}, \hat{1}^{\text {satich }}$ whis commutation relations:

$$
\begin{equation*}
\left[b_{\lambda^{\prime}}, b_{\lambda^{\prime}}\right]=\left[b_{\lambda^{\prime}}^{\dagger}, b_{\lambda^{\prime}}^{\dagger}\right]=0, \quad\left[b_{\lambda^{\prime}}, b_{\lambda^{\prime}}^{\dagger}\right]=\delta_{\lambda \lambda^{\prime}} 1 \tag{30}
\end{equation*}
$$

The number operator $n_{\lambda}=b_{\lambda}^{\dagger} b$ represents the number of photons in mode $\lambda$.

Matter equations. The atom $\mu$ is again described in terms of eigenfunctions $\phi_{i}$ of the atomic hamiltonian: with $H_{i}=\hbar \phi_{i}=\hbar \epsilon_{i} \phi_{i}$

$$
\psi_{\mu}(\underline{\xi})=a_{1 \mu} \phi_{1}(\xi),+a_{2 \mu} \phi_{2}(\xi), \quad \xi=\underline{x}-\underline{x}_{\mu}
$$

The ${ }_{i \mu}$ describe electrons, and may be regarded as fermion operators, satisfying anticommutation relations

$$
\begin{equation*}
\left\{a_{i \mu}, a_{j \mu}\right\}=\left\{a_{i \mu}^{\dagger}, a_{\mathbf{j} \mu}^{\dagger}\right\}=0, \quad\left\{a_{i \mu}, a_{j \mu}^{\dagger}\right\}=\delta_{i j} \delta_{\mu \mu} \tag{31}
\end{equation*}
$$

We now illustrate schematically the interactions relevant for a laser:


The hamiltonian for this scheme is

where $H_{\text {field }}=\hbar \omega b_{b}^{\dagger}, \quad \quad H_{\text {atoms }}=\sum_{\mu, j} \hbar \in_{j}\left(a_{j \mu}^{\dagger} a_{j \mu}+h . c.\right)$
and $H_{\text {field-atoms }}=\Sigma g_{\mu} \hbar\left(b^{\dagger} \alpha_{\mu}+\right.$ h.c. $)$.

There are several equivalent ways to introduce the field-reservoir interaction. We shall use the Heisenberg picture, as this makes the physics clear. Then

$$
\alpha_{\mu}=a_{1 \mu}^{\dagger} a_{2 \mu}
$$

is again, as in (14), a Heisenberg density matrix element. The Heisenberg equation

$$
\frac{\mathrm{dA}}{\mathrm{~d} t}=\frac{1}{\mathrm{i} \hbar}[\mathrm{~A}, \mathrm{H}]
$$

used successively for $A=b, \alpha_{\mu}$ and $d_{\mu}$ give ( $\nu_{\mu} \equiv \epsilon_{2 \mu}-\epsilon_{1 \mu}$ )

$$
\begin{align*}
& \dot{b}_{\mu}=i \omega b-i \Sigma_{\mu} g_{\mu} \alpha_{\mu}  \tag{34}\\
& \dot{\alpha}_{\mu}=i \nu_{\mu} \alpha_{\mu}+i b g_{\mu} d_{\mu}  \tag{35}\\
& \dot{d}_{\mu}=2 i g_{\mu}\left(\alpha_{\mu} b^{\dagger}-\text { h.c. }\right) \tag{36}
\end{align*}
$$

So far we have included $\mathrm{H}_{\text {field }}+\mathrm{H}_{\text {atoms }}+\mathrm{H}_{\text {field-atoms }}-$ the interactions with the heatbaths (reservoirs) would give additional terms, and make these equations more similar to (23) - (25), and also introduce statistical fluctuations (noise).

In order to incorporate pumping and damping terms into these, let us first consider the interaction of the field modes with a heat bath, according to the following model Hamiltonian with a bi-boson interaction

$$
H=\hbar \omega_{o} b^{\dagger} b+\Sigma \hbar \omega B_{\omega}^{\dagger} B_{\omega}+\sum_{\omega} G_{\omega} b B_{\omega}^{\dagger}+\Sigma G_{\mu}^{*} b^{\dagger} B_{\omega}
$$

(Remark: Our system is sufficiently large so that the Poincarë recurrence time is so large that it does not matter )

The equations of motion for this sub-system are

$$
\begin{aligned}
& \dot{b}=-i \omega_{o} b-i \sum_{\omega} G_{\omega} B_{\omega} \\
& \dot{B}_{\omega}=-i \omega B_{\omega}-i G_{\omega}^{*} b
\end{aligned}
$$

and the time-integrated form of the last equation is

$$
B_{\omega}(t)=B_{\omega}(0) e^{-i \omega t}-i \int_{0}^{t} e^{-i \omega(t-\tau)} G_{\omega}^{*}(\tau) b(\tau) d \tau .
$$

The idea is to eliminate the reservoir coordinates $B_{\omega}(t)$ because they are not of interest:

$$
\begin{array}{r}
\dot{b}=-i \omega_{o} b-\sum_{\omega} \int_{0}^{t} d \tau\left|G_{\omega}\right|^{2} e^{-i \omega(t-\tau)} b(\tau) \\
 \tag{37}\\
-i \sum_{\omega} G_{\omega} B_{\omega}(o) e^{-i \omega t}
\end{array}
$$

For a broad spectrum of the reservoir the sum

$$
\sum_{\omega} e^{-i \omega(t-\tau)}\left|G_{\omega}\right|^{2}
$$

can be approximated by $2 K \delta(t-\tau)$ with the result that (57) assumes the form

$$
\dot{b}(t)=-i \omega_{0} b-\kappa b(t)+F(t)
$$

The operator $F(t)$ varies in a fluctuating manner, since we can consider $B_{\omega}(0)$ as an element of an ensemble. Classically this term will be absent, $\dot{b}=\left(-i \omega_{0}-\kappa\right) b$, but then we find that the commutation relations, assumed valid for $t=0$, are not satisfied for all times. In order to remedy this, it is therefore necessary to modify the damping equation with the term $F(t)$.

The operator $F(t)$ has the following properties

```
<F(t)> = 0
< F
```

This result is another statement of the so-called fluctuation dissipation the system has a short "memory" theorem. $\Lambda$ The expectation values are defined in terms of, say, a thermal distribution with temperature $T$ :

$$
\begin{aligned}
& \langle\Omega\rangle=\operatorname{tr}(\rho \Omega)={\underset{m}{2}}_{\sum}\langle\mathrm{m}| \Omega|\mathrm{m}\rangle \mathrm{e}^{-\mathrm{m} \hbar \omega / K T} \\
& \left\langle F(t) F^{+}\left(t^{\prime}\right)\right\rangle=2 K(\bar{n}+1) \delta\left(t-t^{\prime}\right) .
\end{aligned}
$$

If we should now modify our five equations with dissipative and pumping terms similar to those just derived, we obtain

$$
\begin{align*}
& \dot{b}=i \omega b-i g \sum_{\mu} \alpha_{\mu}-\kappa b+F(t)  \tag{38}\\
& \dot{\alpha}_{\mu}=i v \alpha_{\mu}+i b g d_{\mu}-\gamma \alpha_{\mu}+\Gamma_{\mu}(t)  \tag{39}\\
& \dot{d}_{\mu}=2 i g\left(\alpha_{\mu} b^{\dagger}-b d_{\mu}^{\dagger}\right)+\frac{d_{o}-d_{\mu}}{T}+\Gamma_{\mu 1} d(t) \tag{40}
\end{align*}
$$

The analogy with semiclassical equations has a nice feature. We have learnt lessons there, among other things the process of adiabatic elimination. We want to solve the quantum mechanical nonlinear stochastic equations. [Remark: Should we average over the heat bath $A$ we would have obtained $\langle\mathrm{F}\rangle=0, \quad\left\langle\Gamma_{\mu}\right\rangle=0, \quad\left\langle\Gamma_{\mu}, d\right\rangle=0$,
and this would amount to the transition to the semiclassical case.]

As in the semiclassical approach, adiabatic elimination would lead to

$$
\begin{equation*}
\dot{b}=\left(-i w+\frac{g^{2} D}{\gamma}-k\right) b-c b^{\dagger} b b+F_{\text {total }} \tag{41}
\end{equation*}
$$

where $\mathrm{C}=\frac{4 \mathrm{~g}^{2} \Gamma \mathrm{D}_{\mathrm{O}}}{\gamma^{2}}, \quad \mathrm{D}_{\mathrm{o}}=\mathrm{Nd}{ }_{0}$
and $F_{\text {total }}=F(t)-\frac{i g}{\gamma} \sum_{\mu} \Gamma_{\mu}$.

The light field is driven by two noise sources (1) firstly the loss-mechanism due to the mirrors and other causes, (2) secondly due to fluctuations in the dipo1e moments, or noise due to the atoms (spantaneous emission).

The fact that the quantum mechanical average $<\mathrm{F}_{\text {total }}>$ is zero, helps us to interpret (41) as a classical equation.
Firstly, 1et

$$
b=q e^{-i \omega t}
$$

Then the classical variable q will satisfy

$$
\begin{equation*}
\dot{q}=G q-C q^{3}+F_{t o t} e^{i \omega t} \tag{42}
\end{equation*}
$$

The constant $G=\frac{g^{2} D}{\gamma}-\kappa \equiv G^{\prime}-\kappa$ is called the nett gain. Eq (42) is a nonlinear stochastic equation, and a simple mechanical interpretation makes life much easier. Rewrite (42) as an equation of motion

$$
\begin{equation*}
\ddot{m}+q=-\frac{\partial V}{\delta q}+F_{t o t} e^{i \omega t} \tag{43}
\end{equation*}
$$

for a particle with a very small mass $m$ and with a potential

$$
V=\frac{1}{2} G q^{2}+\frac{1}{4} C q^{4}
$$

There are two cases of interest, namely $G>0$ and $G<0$. The case when $G<0$ is called the case below threhold, whereas the case $G>0$ is called the case above threshold. A simple graphical representation of $V(q)$ (see pages 6-7) will greatly help us in understanding the nature of these two cases and will replace a complicated stability analysis.

When $V(q)$ becomes sma1ler, the amp1itude of $q$ becomes bigger. These then become "critical fluctuations". (We do not take $G=0$ exactly and the $q^{4}$-part of the potential has not been taken into account).


The position of the "particle" as a function of time moving under the influence of the fluctuating forces (a random superposition of decaying wave tracts). If $G$ increases (becomes closer to zero) the damping is smaller - see the dotted curve. The slower decaying wave implies that we have a smaller linewidth.

For positive $G$ we have the behaviour sketched on p.7.

$$
\begin{align*}
b(t) & =q e^{-i \omega t} \\
& =\left(r_{0}+\rho(t)\right) e^{i \phi(t)} e^{-i \omega t} \tag{44}
\end{align*}
$$

We have, in (44), taken the quantity $q$ not as a real quantity, but as a complex quantity with a phase $\phi(t)$. Both $\rho$ and $\phi$ are stochastic variables. The stochastic force causes the particle to oscillate radially. There is no restoring force for the motion in the $\phi$-direction. This implies a broken symmetry.

Above threshold we have an average field $b_{o}$, but below threshold we have no average field, just chaotic light. We shall later treat the case $G=0$ when we introduce the Fokker-Planck equation in stead of the Langevin equations.

Below threshold

$$
\begin{align*}
\dot{\mathrm{b}} & =\mathrm{Gb}+\widetilde{\mathrm{F}}_{\mathrm{tot}} \\
& =-|\mathrm{G}| \mathrm{b}+\widetilde{\mathrm{F}}_{\mathrm{tot}} \tag{45}
\end{align*}
$$

where the cubic terms have been neglected. The formal solution of (45) is

$$
\begin{equation*}
b(t)=\int_{0}^{t} e^{-|G|(t-\tau)} \tilde{F}_{t o t}(\tau) d \tau+b(0) e^{-|G| t} \tag{46}
\end{equation*}
$$

In order to obtain information from (46) we shall use it in the calculation of correlation functions in a later stage. To complete the analysis, we now also solve for the Langevin equation above threshold. Substitute

$$
\begin{aligned}
& q(t)=\left(r_{0}+\rho(t)\right) e^{i \phi(t)} \quad \text { into (42): } \\
& \left(r_{0}+\rho\right) i \dot{\phi} e^{i \phi}=-\dot{\rho} e^{i \phi}+G\left(r_{o}+\rho\right) e^{i \phi}-\left(r_{o}+\rho\right)^{3} e^{i \phi}+F_{t o t} e^{i \omega t}
\end{aligned}
$$

or

$$
\left(r_{o}+\rho\right) i \dot{\phi}+\dot{\rho}=G\left(r_{o}+\rho\right)-C\left(r_{o}+\rho\right)^{3}+F_{t o t} e^{i \omega t} e^{-i \phi(t)}
$$

For large $G$ we have

$$
\begin{aligned}
& \dot{\phi}=\frac{1}{r_{o}} \operatorname{Im} F_{t o t} e^{i \omega t} e^{-i \phi(t)} \\
& \dot{\rho}=G r_{o}-C r_{o}^{3}+G \rho-3 C r_{o}^{2} \rho+\operatorname{Re} \widetilde{F}_{t o t}
\end{aligned}
$$

or, if $\dot{\rho}=0, \quad r_{o}^{2}=\frac{G}{C}$

Now $\mathrm{r}_{0}^{2}$ is related to the photon-number-density.
If $G$ grows, $r_{o}^{2}$ grows, but simultaneously $\dot{\phi}$ becomes smaller, and we have a smaller linewidth because the more constant $\phi(t)$ is, the sharper is the linewidth. The time to go around the v-avis is $1 / l$ inewidth. The fluctuating $\phi$ actually gives rise to the linewidth. To summarise: Above threshold $G>0$, $r_{0}$ exists and as $G$ grows the sharper the linewidth of the light becomes. Below threshold $G<0$ and $r_{0}=0$, i.e. no average light field exists. We have excluded the case $G=0$. This case will be dealt with when the Fokker-Planck equation is discussed.

## 5. CLASSICAL AND QUANTUM THEORIES OF COHERENCE

In this chapter we shall treat the classical and especially the quantum theory of coherence. One wishes to know the difference between the coherence properties of light from thermal sources and light from lasers, but at the same time, we have to solve the problem of what to measure. We have introduced concepts like creation operators but we must also know what to answer an experimentalist if we are asked what can be measured. We have decomposed the electric field

$$
E \Rightarrow E_{\text {operator }}(x, t)=C\left(b^{\dagger}-b\right) \sin K x
$$

We would have obtained Heisenberg equations for $b(t), b^{\dagger}(t)$. It remains to devise procedures to construct measurable quantities from these operators. It is useful to start with the concepts of the classical theory of coherence. So let me remind you of Young's double slit experiment, by which Young proved the wave nature of light.


What does the field look like? The positive frequency part of the classical field emanating from slit i is ( $\omega=\mathrm{kc}$ )

$$
\begin{equation*}
E_{i}^{+}=E_{o} \exp \left[i k\left(r_{i}-c t\right)\right]=\left(E_{i}^{-}\right)^{*} \tag{47}
\end{equation*}
$$

The instantaneous intensity $I_{I}$ due to field is (proportional to)

$$
I_{I}=\frac{1}{2} E^{2}=\frac{1}{2}\left(E^{+}+E^{-}\right)^{2}=\frac{1}{2}\left(E^{+}\right)^{2}+\frac{1}{2}\left(E^{-}\right)^{2}+E^{+} E^{-}
$$

The response times $T$ of the human eye, and of conventional light detection systems equal very many millions of periods of the light field. Thus what is actually observed is the "moving average" intensity

$$
\begin{equation*}
I(t)=\left\langle I_{I}\right\rangle=\frac{1}{T} \int_{t_{-}}^{t_{+}} I_{I}\left(t^{\prime}\right) d t^{\prime} \text {, with } t_{ \pm}=t \pm \frac{1}{2} T \tag{48}
\end{equation*}
$$

With $\frac{1}{2}\left(E^{ \pm}\right)^{2} \sim \frac{ \pm}{e} 2 i t$, their contributions are smaller by a factor $\frac{1}{4 \omega T} \lll 10^{-6}$ than that of $E^{+} E^{-}=\left|E^{+}\right|^{2}$, which is thus the only term to survive the ayeraging process:

$$
\begin{equation*}
I=\left\langle\frac{1}{2} E^{2}\right\rangle=\left\langle E^{+} E^{-}\right\rangle=\left|E^{+}\right|^{2}=\left\langle\left(E_{1}^{+}+E_{2}^{+}\right)\left(E_{1}^{-}+E_{2}^{-}\right)\right\rangle=G_{11}+G_{22}+G_{12}+G_{21} \tag{49}
\end{equation*}
$$

where the last step follows from the superposition principle. In Young's experiment the distance to the screen very much exceeds that between the slits. Thus, as in (47), the "amplitude factor" $E_{o}$ is practically the same for both slits. Hence, with

$$
\begin{equation*}
G_{i j}=\left\langle E_{i}^{+} E_{j}^{-}\right\rangle=G_{j i}^{*}, \text { so that } G_{i i} \text { is real, } \tag{50}
\end{equation*}
$$

it follows from (49) that

$$
G_{11}=G_{22}=E_{0}^{2} \quad \text { and } \quad G_{12}=G_{21}=E_{0}^{2} e^{i \phi}, \quad \phi=k\left(r_{1}-r_{2}\right),
$$

so that from (49),

$$
\begin{equation*}
I=2 E_{o}^{2}(1+\cos \phi) \tag{51}
\end{equation*}
$$

-see illustration for case $A=B=E_{0}^{2}$.


Now (49) implies perfect coherence, as both $E_{1}$ and $E_{2}$ have perfectly welldefined frequencies, wave-numbers, amplitudes and phases - each represents a train of waves that extends infinitely over all of space and time. With the fringe intensity minima equal to zero in (51), the fringe visibility

$$
\begin{equation*}
v \equiv\left(\frac{I_{\max }-I_{\min }}{I_{\max }+I_{\min }}\right)_{\text {neighbouring maximum and minimum }} \tag{52}
\end{equation*}
$$

and degree of coherence is one (hundred percent).

With less than perfectly monochromatic light, $I_{\text {min }}>0$ and $V<1$. It is clear from the above that (49) is still valid, but not (47). With the usual Young's experiment, each slit separately (with the other one closed) yields the same intensity ( $I_{1}=I_{2}$ ), so that

$$
\left.\begin{array}{rl}
G_{11} & =G_{22} \equiv \mathrm{~A}  \tag{53}\\
\mathrm{G}_{12} & =\mathrm{G}_{21}^{*} \equiv \mathrm{Be}^{\mathrm{i} \phi},
\end{array}\right\}
$$

with $\phi$ once more the phase difference between the waves from slits 1 and 2. Substituting (53) into (49), we now obtain

$$
\begin{equation*}
I=2(A+B \cos \phi) \tag{54}
\end{equation*}
$$

Now $I_{\max }=2(A+B), I_{\min }=2(A-B)$, and the fringe visibility (and the degree of coherence $|\gamma|$ between the light from slits 1 and 2) becomes

$$
\begin{equation*}
V=|\gamma|=\frac{B}{A} . \tag{52a}
\end{equation*}
$$

As $I_{\text {min }}$ cannot be negative, it is clear than $B \leq A$ in all cases.* More generally, we define the complex degree of mutual coherence as

$$
\begin{align*}
\gamma_{12}(\tau) & \left.=\left.\left\langle E_{1}^{+}(t+\tau) E^{-}(t)\right\rangle\langle | E_{1}^{+}\right|^{2}\right\rangle^{-\frac{1}{2}}\left\langle\left. E_{2}^{+}\right|^{2}\right\rangle^{-\frac{1}{2}} \\
& =G_{12}(\tau) / \sqrt{G_{11} G_{22}} \tag{55a}
\end{align*}
$$

It is a measure of the "sharpness" of the fringes in an interference experiment. The link between experiment and theory is given by $G_{12}$ - the correlation or mutual coherence function, "mutual" because it refers to two different beams.

Eventually we want to replace the time average by an ensemble average, and also for this reas on $T$ has to be long, otherwise the ergodic property mentioned cannot be used.

Now let us come to quantum mechanics. The classical expression

$$
\begin{equation*}
G(1,2)=\left\langle E^{+}(x, t) E^{-}\left(x^{\prime}, t^{\prime}\right)\right\rangle \tag{55}
\end{equation*}
$$

can be generalised to a quantum-mechanical expression. We shall see how a qusntum mechanical analysis of a detector experiment leads to a natural quantum mechanical generalisation of (55). Consider the following interacting systems:

$$
\begin{aligned}
& \quad \text { Source } \longleftrightarrow \text { field } \longleftrightarrow \text { detector } \\
& H_{s}+H_{s-f}+H_{f}+H_{f-d}+H_{d} \\
& H_{F}=H_{s}+H_{s-f}+H_{f} \\
& H_{o}=H_{F}+H_{d} \\
& H_{\text {int }}=H_{f-d}
\end{aligned}
$$

[^0]The eigenstates of $H_{F}$ are called the dressed field modes, for the sourcefield system. The Schrödinger equation

$$
i \hbar \dot{\Phi}=\left(H_{o}+H_{i n t}\right) \bar{\Phi}
$$

can be solved in the interaction representation $\widetilde{\Phi}$
where $\bar{\Phi}=e^{-i H_{\circ} t / \hbar} \widetilde{\Phi}$ and the Schrödinger equation assumes the form
$\widetilde{H}_{\text {int }} \tilde{\Phi}=i \hbar \dot{\tilde{\Phi}}$
in which $H_{\text {int }}=e^{i H_{o} t / \hbar} H_{\text {int }} e^{-i H_{o} t / \hbar}$.

The simplest detector is a two level atom. How does this work?


$$
\begin{gathered}
\mathrm{H}_{\mathrm{d}}=\hbar \omega \mathrm{a}_{2}^{+} \mathrm{a}_{2} \\
\mathrm{H}_{\text {int }}=\int \mathrm{dv} \psi^{*}(-\mathrm{e} / \mathrm{m}) \underline{A} \cdot \frac{\hbar}{\mathrm{i}} \nabla \psi
\end{gathered}
$$

If $\psi$

$$
=a_{1} \phi_{1}+a_{2} \phi_{2}
$$

we obtain $H_{\text {int }}=a_{2}^{*} a_{1} \int \phi_{2}^{*}(x)(-e / m) \frac{\hbar}{i} A^{+}(x) \nabla \phi_{1} d V$

Since $H_{d}$ commutes with $H_{F}$, we have

$$
\begin{aligned}
\widetilde{H}_{\text {int }} & =e^{i H_{d} t / \hbar} a_{2}^{*} a_{1} e^{-i H_{d} t / h} \int d V \phi_{2}^{*}\left(-\frac{e}{m}\right) \frac{\hbar}{i} e^{i H_{F} t / \hbar} \underline{A}^{+} e^{-i H_{F} t / \hbar} \underline{v}_{1} \\
& \equiv e^{i v t / \hbar} a_{2}^{*} a_{1} \int d v \phi_{2}^{*}\left(-\frac{e}{m}\right) \frac{\hbar}{i} A^{+}(\underline{x}, t) \underline{\nabla} \phi_{1}
\end{aligned}
$$

and the wave equation contains an operator

$$
\underline{A}^{+}(x, t) \equiv e^{i H_{F} t / \hbar} \underline{A}^{+}(\underline{x}) e^{-i H_{F} t / \hbar}
$$

It must look as if the possibility to calculate $A^{+}(\underline{x}, t)$ is a hopeless one. Fortunately this is just the Heisenberg operator $A^{+}(x, t)$ corresponding to the Schrodinger operator $\underline{A}^{+}(\underline{x})$ at $t=0$. We shall assume that the interaction is weak in (56) and use perturbation theory to calculate the detection probability

$$
\begin{align*}
P(t) & =\langle\tilde{\Phi}(t)| \tilde{a}_{2}^{+} \tilde{a}_{2}^{+}|\tilde{\Phi}(t)\rangle \\
& =\langle\widetilde{\Phi}(t)| a_{2}^{+} a_{2}|\widetilde{\Phi}(t)\rangle \tag{57}
\end{align*}
$$

which is the probability that at time the upper state is occupied. The first order form for $\tilde{\Phi}(t)$ is

$$
\begin{equation*}
\tilde{\Phi}(t)=\frac{1}{i \hbar} \int_{0}^{t} \tilde{H}_{i n t} \widetilde{\Phi}(0) d t^{\prime}+\widetilde{\Phi}(0) \tag{58}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{\Phi}(o) & =\Phi_{\mathrm{F}} \times \Phi_{\mathrm{d}}(0) \\
& =\Phi_{\mathrm{F}} \times \mathrm{a}_{2}^{+} \Phi_{0}
\end{aligned}
$$

is the initial, uncoupled state of field and atom.

Substituting (58) into (57) we obtain

$$
\begin{align*}
& P(t)=\frac{\hbar^{2} e^{2}}{m^{2}} \int_{0}^{t} d \tau \int_{0}^{t} d \tau^{1}<\Phi_{F}\left|\underline{A}^{-}(x, \tau) \underline{A}^{+}\left(x^{2} \tau^{2}\right)\right| \Phi_{F}> \\
& \cdot \phi_{2} \underline{\bar{v}} \phi_{1}^{*}(x) \quad \phi_{2}^{*} \underline{\underline{v}} \phi_{1}\left(x^{1}\right) d^{3} x d^{2} x^{\prime} \tag{59}
\end{align*}
$$

In reality we must replace the $P$ by a new $P$ that contains an average over thermal states. In reality one has a set of atoms and we then have a sum over the various $\nu$ of the atoms. If the frequencies in the light are sharp, compared to the broad spectrum $-\alpha<\nu<\alpha$ of the atoms, we can replace the sum $\sum_{\nu} \mathrm{e}^{-i \nu\left(\tau-\tau^{\prime}\right)}$ by $2 \pi \delta\left(\tau-\tau^{\prime}\right)$. This is an ensemble of atoms - called a broad-band detector. Then in (59) we replace $\tau^{\prime}$ by $\tau$. One can also think ideally of one atom only (no statistical arguments) with a large linewidth. If the wavelength of light is larger than the dimensions of the atoms we could replace $x \rightarrow x_{0}, x^{\prime} \rightarrow x_{0}$ in the integral and we thus would obtain for the absorption rate

$$
\begin{equation*}
\frac{d P}{d t}=\left|P_{21}\right|^{2}\left\langle\phi_{F}\right| A^{-}\left(x_{0}, \tau\right) A^{+}\left(x_{0}, \tau\right)\left|\phi_{F}\right\rangle \tag{60}
\end{equation*}
$$

It looks as if this result is purely classical in the sense that, by the ergodic theory, time averages and ensemble averages are equal, so that (60) could have resulted as a classical ensemble average from a time average.

But this is not quite true. The role of the quantum theory is to prescribe the sequence $A^{-}() A^{+}()$in which the operators occur.

Thus in a double-slit experiment, to check the coherence properties of a field A, we look at

$$
\underline{A}=\underline{A}(\underline{x}, t)+\underline{A}\left(\underline{x}^{\prime}, t^{\prime}\right)
$$

where $A\left(\underline{x}^{\prime}, t^{\prime}\right)$ is, say, a time-delayed and/or space-delayed beam prepared from $A(x, t)$ by some delay or splitting mechanism. (A delay can be realised by using a semitransparent mirror.) By recombining the two A's we can look at things like

$$
G(1,2)=\left\langle\phi_{F}\right| A^{-}(1) A^{+}(2)\left|\phi_{F}\right\rangle
$$

We have here a one-photon process. We could also take n-photon processes multiphoton processes yield higher order correlation functions.

We shall now investigate how these correlation functions can be calculated theoretically by means of the Langevin equations below and above threshold. This means that we shall show how a model for the laser, (a model for the interaction of field + matter + reservoir) can be used to determine the correlation function $\left\langle\phi_{F}\right| \underline{A}^{-}(1) \underline{A}^{+}(2)\left|\phi_{F}\right\rangle$
or

$$
\left\langle\phi_{F}\right| E_{Z}^{(-)}(x, t) E_{Z}^{+}\left(x^{\prime}, t^{\prime}\right)\left|\phi_{F}\right\rangle \quad \text { or }
$$

for that matter, $\left\langle\phi_{F}\right| b^{+}(t) b\left(t^{\prime}\right)\left|\phi_{F}\right\rangle$, since these quantities are related through the expansion of the electric field operator

$$
\mathrm{E}_{2}(\mathrm{x}, \mathrm{t})=\left(\mathrm{b}^{+}-\mathrm{b}\right) \mathrm{i} \sqrt{2 \pi \hbar \omega} \quad \sqrt{\frac{2}{L}} \sin k x
$$

(in the case of a single-mode electric field $E_{2}$ - just to remind the formalists, a multimode electric field is given by

$$
\left.E_{2}(x, t)=\sum_{k}\left(b_{b}^{+}-b_{k}\right) i \sqrt{2 \pi \hbar \omega_{k}} \sqrt{\frac{2}{L}} \sin k x\right) .
$$

In order to calculate

$$
\left\langle\phi_{\mathrm{F}}\right| \mathrm{b}^{+}(\mathrm{t}) \mathrm{b}\left(\mathrm{t}^{1}\right)\left|\phi_{\mathrm{F}}\right\rangle,
$$

we use the Langevin equation

$$
\frac{d b}{d t}=\left(-i \omega+\frac{g^{2} D_{o}}{\gamma}-k\right) b-C b{ }^{+} b b+F_{t o t}
$$

again in two cases, namely (a) below threshold, and (b) G > 0, above threshold.
(a) Below threshold

$$
\begin{align*}
\frac{d b}{d t}= & (-i \omega-|G|) b+F_{t o t} \\
\text { or } \quad b(t) & =\int_{0}^{t} e^{(-i \omega-|G|)(t-\tau)} F_{t o t}(\tau) d c \\
& +b(o) e^{(-i \omega-|G|) t} \tag{61}
\end{align*}
$$

and we take the time $t$ large because we are interested in the stationary state of the electric field. In this case the homogeneous term in (61) can be neglected and the results for the correlation function is

$$
\begin{aligned}
& \left\langle\phi_{F} \mathrm{~b}^{\dagger}(\mathrm{t}) \mathrm{b}\left(\mathrm{t}^{\prime}\right) \phi_{\mathrm{F}}>=\int_{0}^{\mathrm{t}} \mathrm{~d} \tau \int_{0}^{t^{\prime}} \mathrm{d} \tau \mathrm{e}^{(\mathrm{i} \omega-|G|)(\mathrm{t}-\tau)} \mathrm{e}^{(-i \omega-|G|)\left(t^{\prime}-\tau^{\prime}\right)}\right. \\
& \left.\quad \ll \phi_{\mathrm{F}}\right|_{\mathrm{tot}} ^{\dagger}(\tau) \mathrm{F}_{\mathrm{tot}}\left(\tau^{\prime}\right)\left|\phi_{\mathrm{F}}\right\rangle
\end{aligned}
$$

To evaluate the expectation value in the integrand we remember that $\mathrm{F}_{\text {tot }}$ was compounded as follows

$$
F_{\text {tot }}=F+\left(\frac{-i g}{\gamma}\right) \sum_{\mu} \Gamma_{\mu}
$$

where $\mathrm{F}=$ noise source for field from, say, mirrors and
$\Gamma_{\mu} \equiv$ noise sources for matter field (atoms in heat bath, say)
and we note that the noise sources or reservoirs are statistically independent of another, i.e.

$$
\left\langle\mathrm{F}^{\dagger} \Gamma_{\mu}\right\rangle=\left\langle\mathrm{F}^{\dagger}\right\rangle\left\langle\Gamma_{\mu}\right\rangle=0
$$

and that means that cross products vanish. So we have

$$
\begin{aligned}
& \left\langle\phi_{F}\right| F_{t o t}^{\dagger}(t) F_{t o t}\left(t^{\prime}\right)\left|\phi_{F}\right\rangle=\left\langle\phi_{F}\right| F^{\dagger}(t) F\left(t^{\prime}\right)\left|\phi_{F}\right\rangle+\frac{g^{2}}{\gamma}{\underset{\mu}{ }}^{\dagger}\left\langle\phi \mid \Gamma_{\mu}^{\dagger}(t) \Gamma_{\mu}\left(t^{\prime}\right)\right\rangle \\
& \quad=2 K n_{t h} \delta\left(t-t^{\prime}\right)+C \delta\left(t-t^{\prime}\right)
\end{aligned}
$$

In the following paragraph we shall prove the $\delta$-function property of $\left\langle\phi_{F}\right| F^{\dagger}(t) F\left(t^{\prime}\right)\left|\phi_{F}\right\rangle$ : Consider as on page 30 the model of a field $b, b^{\dagger}$, interacting with a heat bath. After eliminating the bath variables, we obtain the Heisenberg equation of motion (Haken 1970a, p40)
$\frac{d b^{\dagger}}{d t}=i \omega b^{\dagger}-\int_{t_{0}}^{t} b^{\dagger}(\tau) \sum_{\omega}\left|G_{\omega}\right|^{2} e^{i \omega(t-\tau)} d \tau+i \sum_{\omega} G_{\omega}^{*} B_{\omega}^{\dagger}\left(t_{o}\right) e^{i \omega t}$.
We assume that the $G_{\omega}$ 's are of about equal amplitudes so that we have

$$
\sum_{\omega}\left|G_{\omega}\right|^{2} e^{i \omega(t-\tau)}=2 \kappa \delta(t-\tau)
$$

with

$$
k=\pi\left|G \omega_{0}\right|^{2} .
$$

In this case we have

$$
\dot{b}^{\dagger}=i \omega_{o} b^{\dagger}-k b+\frac{i \sum_{\omega} G_{\omega}^{*} B_{\omega}^{\dagger}\left(t_{0}\right) e^{i \omega t}}{F^{\dagger}(t)}
$$

where the last term is evidently the fluctuating force. We determine the properties of the fluctuating force and evaluate
$\left\langle\phi_{F}\right| F^{\dagger}\left(t^{\prime}\right) F\left(t^{\prime}\right)\left|\phi_{F}\right\rangle=\sum_{\omega} \sum_{\omega}, e^{i \omega t} e^{-i \omega^{\prime} t^{\prime}} G_{\omega}^{*} G_{\omega^{\prime}}\left\langle\phi_{F}\right| B_{\omega}^{\dagger}\left(t_{o}\right) B_{\omega^{\prime}}\left(t_{o}\right)\left|\phi_{F}\right\rangle$
where the expectation value in the "mixed state" is obtained by taking the trace

$$
\begin{aligned}
& \left\langle\phi_{F}\right| B_{\omega}^{\dagger}\left(t_{o}\right) B_{\omega},\left(t_{o}\right)\left|\phi_{F}\right\rangle \\
& =\frac{S\left[B_{\omega}^{\dagger}\left(t_{o}\right) B_{\omega^{\prime}}\left(t_{o}\right) e^{-\Sigma \hbar \omega B_{\omega}^{\dagger} B_{\omega} \mid \lambda_{1} T}\right.}{S\left[\exp \left(-\Sigma \hbar \omega B_{\omega}^{\dagger} B_{\omega} \mid K^{\dagger}\right)\right]} \\
& =\left\{\begin{array}{l}
0 \text { if } \omega \neq \omega^{\prime} \\
\bar{n}_{\omega} \text { (T) } \delta_{\omega \omega^{\prime}}
\end{array}\right. \\
& F^{\dagger}(t) F\left(t^{\prime}\right) \quad=\sum_{\omega}\left|G_{\omega}\right|^{2} e^{i \omega\left(t-t^{\prime}\right)} \bar{n}_{\omega}(T)
\end{aligned}
$$

$\bar{n}_{\omega}(T)$ is the number of heat-bath bosons in the mode corresponding to $\omega$. That is

$$
\left\langle F^{\dagger}(t) F\left(t^{\prime}\right)\right\rangle=2 k \delta\left(t-t^{\prime}\right) \bar{n}_{\omega}(T)
$$

Of course, this result normally appears under a time-integral which contains a factor $e^{i \omega_{0} t}$, where $\omega_{0}$ is the frequency of the light field. If this is taken into account, we obtain

$$
\left\langle F^{\dagger}(t) F\left(t^{\prime}\right)\right\rangle=2 \kappa \bar{n}_{\omega_{0}}(T) \delta\left(t-t^{\prime}\right)
$$

and $\left\langle F(t) F^{\dagger}\left(t^{\prime}\right)>=2 K\left(\bar{n}_{\omega_{0}}(T)+1\right) \delta\left(t-t^{\prime}\right)\right.$

The $\delta$ function here expresses the fact that the heat bath has a very short memory.

We now return to the calculation of the correlation function for the time ordering ( $t>t^{\prime}$ ):

$$
\begin{aligned}
\left\langle\left.\phi_{F}\right|^{\dagger}(t) b\left(t^{\prime}\right) \mid \phi_{F}\right\rangle & =\int_{0}^{t} d \tau \int_{0}^{t^{\prime}} d \tau^{\prime} e^{(i \omega-|G|)(t-\tau)} e^{(-i \omega-|G|)\left(t^{\prime}-\tau^{\prime}\right)} \cdot C \delta\left(J-J^{\prime}\right) \\
& =\frac{C}{2|G|} e^{i \omega\left(t-t^{\prime}\right)} e^{-|G|\left(t-t^{\prime}\right)} \\
& =e^{i \omega\left(t-t^{\prime}\right)} e^{-|G|\left(t-t^{\prime}\right)}\left\langle\phi_{F}\right| b^{\dagger}(0) b(0)\left|\phi_{F}\right\rangle
\end{aligned}
$$

From this follows, for the medium below threshold, that $\left\langle\mathrm{b}^{\dagger}(\mathrm{t}) \mathrm{b}\left(\mathrm{t}^{\prime}\right)\right\rangle$ increases with the pumping rate $(|G| \rightarrow 0)$ and $\gamma_{\text {eff }}=G$ decreases with increasing pumping, or the linewidth becames smaller

(b) Above threshold: The nonlinear Langevin equation, taken classically, has the solutions

$$
b=\left(r_{0}+\rho\right) e^{i \phi} e^{-i \omega t}
$$

where $\quad \dot{\phi}=\frac{1}{i r_{0}} \operatorname{Im} \widetilde{F}_{\text {tot }}, \quad \phi=\frac{1}{i r_{0}} \int_{0}^{t} \operatorname{Im} \widetilde{F}_{t o t} d \tau \perp \phi(o)$

$$
r_{o}^{2}=G / C
$$

In lowest order $\frac{\left\langle\rho^{2}\right\rangle}{r_{0}^{2}} \ll 1$ the correlation function is given by

$$
\left\langle b^{\dagger}(t) b(t)\right\rangle=r_{0}^{2} e^{i \omega\left(t-t^{\prime}\right)}\left\langle e^{i \phi(t)} e^{-i \phi\left(t^{\prime}\right)}\right\rangle
$$

where $\phi(t)={\underset{\mu}{\mu}} \phi_{\mu}(t)$ is a sum of independent stochastic variables (phase angles) $\phi_{\mu}(t)$, due to the different heat baths.

$$
\begin{aligned}
& \left\langle e^{i \phi(t)} e^{-i \phi\left(t^{\prime}\right)}\right\rangle=\pi_{\mu}\left\langle e^{i\left(\phi_{\mu}(t)-\phi_{\mu}\left(t^{\prime}\right)\right)}\right\rangle \\
& =\underset{\mu}{\pi}<\left(1-i\left(\phi_{\mu}(t)-\phi_{\mu}\left(t^{\prime}\right)\right)-\frac{1}{2}\left(\phi_{\mu}(t)-\phi \mu\left(t^{\prime}\right)\right)\right. \\
& =\prod_{\mu}^{\pi}\left\langle\left(1-\frac{1}{2}\left(\phi_{\mu}(t)-\phi_{\mu}\left(t^{\prime}\right)\right)^{2}\right)\right\rangle \\
& =e^{-\frac{1}{2} \Sigma\left\langle\phi_{\mu}(t)-\rho_{\mu}\left(t^{\prime}\right)\right)^{2}>} \\
& =e^{-\frac{1}{2} 2 \gamma_{e f f}\left(t-t^{\prime}\right)}
\end{aligned}
$$

In the last step we have used the argument that the phase angle is a stochastic variable in a sense similar to the $x$-position of a particle performing a Brownian motion. If the density of particles $n$ satisfies a diffusion equation $\frac{\delta n}{\delta t}=D \nabla^{2} n$ the diffusion is adequately described in terms of the solution

$$
n=N \frac{1}{\sqrt{4 \pi D t}} e^{-x^{2} / 4 D t}
$$

and the average $\left\langle x^{2}\right\rangle$, is given by

$$
\left\langle x^{2}\right\rangle=2 D t
$$

as is easily shown. Since $r_{o} \phi$ plays the role of $x$, we have
$\left\langle r_{0}^{2}(D \phi)^{2}\right\rangle=2 D t \quad$ or $\left.\left\langle\phi_{\mu}(t)-\phi_{\mu}\left(t^{\prime}\right)\right)^{2}\right\rangle=2 \gamma_{\mu}\left(t-t^{\prime}\right) ; \gamma_{\mu}=\frac{D}{r_{0}^{2}}$
We finally obtain or $\left.\underset{\mu}{\Sigma}<\left(\phi_{\mu}(t)-\phi_{\mu}\left(t^{\prime}\right)\right)^{2}\right\rangle=\gamma_{\text {eff }}\left(t-t^{\prime}\right)$

$$
\langle | b^{\dagger}(t) b\left(t^{\prime}\right)| \rangle=r_{o}^{2} e^{-\gamma_{e f f}\left(t-t^{\prime}\right)} e^{i \omega\left(t-t^{\prime}\right)}
$$

so that this function increases with increasing pumping, and also

$$
\gamma_{\mathrm{eff}} \rightarrow 0 \quad \text { as } \quad G \rightarrow \infty \quad\left(\gamma_{\mathrm{eff}} \sim \frac{1}{\mathrm{~g}}\right) .
$$

Thus both below and above threshold $\kappa_{1}$ and $\gamma_{\text {eff }}$ have the same monotonic behaviour, $K_{1}$ increasing and $Y_{\text {eff }}$ decreasing. In order to distinguish between the two states of the laser, (the thermal state and the coherent state) we must look for (a) a method to give information about $G=0$, and (b) we must look for quantities which really behave differently below and above threshold. We need a higher order correlation function. The one that behaves differently is

$$
\bar{k}_{2}=\left\langle b^{\dagger}(t) b^{\dagger}\left(t^{\prime}\right) b\left(t^{\prime}\right) b(t)\right\rangle
$$

(The quantum mechanical average of a triple product is not interesting it vanishes). One looks for the deviation

$$
k_{2}=\left\langle b^{\dagger}(t) b^{\dagger}\left(t^{\prime}\right) b\left(t^{\prime}\right) b(t)\right\rangle-\left|\left\langle b^{\dagger}(t) b\left(t^{\prime}\right)\right\rangle\right|^{2}
$$

Again we have a behaviour below and above threshold. When we are below threshold we get

$$
\begin{aligned}
k_{2} & =2\left|\left\langle b^{\dagger}(t) b\left(t^{\prime}\right)\right\rangle\right|^{2}-\left|\left\langle b^{\dagger}(t) b\left(t^{\prime}\right)\right\rangle\right|^{2} \\
& =\left|\left\langle b^{\dagger}(t) b\left(t^{\prime}\right)\right\rangle\right|^{2} \\
& =\left|k_{1}\left(t_{1} t^{\prime}\right)\right|^{2}
\end{aligned}
$$

whereas, above threshold, we use the decomposition

$$
b=\left(r_{0}+\rho\right) e^{i \phi(t)} e^{-i \omega t}
$$

The leading term will contain a $r_{0}^{2}$. All we have to calculate really is

$$
\begin{aligned}
& \left\langle\left(r_{0}+\rho\right)^{4}\right\rangle-\left(\left\langle\left(r_{0}+\rho\right)^{2}\right\rangle\right)^{2} \\
& \sim \psi r_{0}^{2}\left\langle\rho(t) \rho\left(t^{\prime}\right)\right\rangle .
\end{aligned}
$$

We have derived the equation for $\rho$ previously and we have found

$$
\dot{\rho}=-2 g \rho+\operatorname{Re} \widetilde{\mathrm{F}}_{\text {tot }}
$$

The result is, as before

$$
\kappa_{2}-\left|\kappa_{1}\right|^{2}=\text { const. }\left(n_{t h}+n_{s p}\right) e^{-2 C\langle n\rangle}\left|t-t^{\prime}\right|
$$

where $\langle n>$ is the average photon number. With rising photon number this function decreases.


The second order correlation function $\mathrm{K}_{2}$ behaves entirely different above and below threshold. Now the experimentalists can distinguish laser behaviour below and above threshold.

## 6. LAST LECTURE

Yesterday we looked at the statistical properties of laser light. But there was still a gap. Our method distinguished between pumping rates below and above threshold. For an improved theory we again consider, for the sake of simplicity, the one mode case, where we obtained, after elimination of the matter variables

$$
\begin{aligned}
\frac{d b}{d t} & =(-i \omega+G) b-C b^{\dagger} b b+F_{t o t} \\
\text { or } \dot{q} & =G q-C q^{\dagger} q q+F_{t o t} e^{i \omega t}
\end{aligned}
$$

where $b=q e^{-i \omega t}$. If we assume $q$ to be a classical variable, we obtain the nonlinear stochastic equation

$$
\begin{equation*}
\dot{q}=\mathrm{Gq}-\mathrm{c}|q|^{2} q+\widetilde{F}_{\text {tot }} \tag{61}
\end{equation*}
$$

which is a generalisation of the equation for Brownian motion

$$
\frac{d q}{d t}=-|G| q+F(t)
$$

where $q$ plays the role of particle velocity. As in the case of Brownian motion we can introduce a probability function $f(q, t)$ such that $f(q, t) d q$ is the probability of finding the particle at time $t$ in the interval dq. The function $f(q, t)$ satisfies a Fokker Planck equation

$$
\frac{d f}{d t}=\frac{d}{d q}(|G| q f)+Q \frac{d^{2} f}{d q^{2}}
$$

where $\left\langle F(t) F\left(t^{\prime}\right)\right\rangle=Q \delta\left(t-t^{\prime}\right)$

In a similar sense the Fokker-Planck equivalent of the equation (61) is, in terms of the variables $r, \phi$ such that $q=r e^{i \phi}$,

$$
\begin{equation*}
\frac{d f}{\partial t}=-\frac{1}{r} \frac{\partial}{\partial r}\left[\left(\mathrm{Gr}^{2}-\left(\mathrm{r}^{4}\right) f\right]+Q\left\{\frac{1}{r} \frac{\partial}{\partial r}\left(r-\frac{\partial f}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \phi^{2}}\right\}\right. \tag{62}
\end{equation*}
$$

A simple explicit solution is the stationary solution ( $\dot{\mathrm{f}}=0$ ) with $\phi$-independent boundary conditions. In that case we may take $\frac{\partial}{\partial \phi}=0$ and the resultant form has a first integral

$$
\left(G r^{2}-\left(r^{4}\right) f=Q r \frac{\partial f}{\partial r}\right.
$$

or

$$
\mathrm{f}(\mathrm{r})=\mathrm{Ne}^{-\boldsymbol{v}(\mathrm{r}) / \mathrm{Q}}
$$

where

$$
V(r)=\frac{G}{2} r^{2}+\frac{\mathrm{Cr}^{4}}{4}
$$

This is quite a nice result, which is, in this approximation, independent of the magnitude of the pumping rate G. Graphically we have the representations below:





As abses we could also have used the variable $q$ instead of $r=r e q$, since we have rotation symmetry $\frac{\partial}{\partial \phi}=0$. The distribution function has a different behaviour below and above threshold and $f$ is a continuous function of $G$.


Can one measure these things? Yes. Consider again a correlation function at equal time (classical average)

$$
\begin{aligned}
\left\langle b^{\dagger} b b^{\dagger} b\right\rangle & =\int_{0}^{\infty} d r r^{2} \int_{0}^{2 \pi} d \phi r^{4} f \\
& \equiv\left\langle n^{2}\right\rangle
\end{aligned}
$$

or, consider the difference

$$
\left\langle\mathrm{n}^{2}\right\rangle-\langle\mathrm{n}\rangle^{2} \equiv\langle\mathrm{n}\rangle\left(1+\langle\mathrm{n}\rangle \mathrm{H}_{2}\right)
$$

to define a measurable quantity $\mathrm{H}_{2}$. Arrechi (1968) has measured this quantity. A calculation of $H_{2}=\frac{\left\langle n^{2}\right\rangle-\langle n\rangle}{\langle n\rangle^{2}}-1$ can be performed and we btain below threshold:

$$
\left\langle\mathrm{n}^{2}\right\rangle-\langle\mathrm{n}\rangle=2\langle\mathrm{n}\rangle^{2}, \quad \mathrm{H}_{2}=1
$$

or $\left\langle\mathrm{n}^{2}\right\rangle-\langle\mathrm{n}\rangle^{2}=\langle\mathrm{n}\rangle^{2}+\langle\mathrm{n}\rangle$
which is characteristic of Bose-Einstein statistics; whereas above threshold

$$
\left\langle\mathrm{n}^{2}\right\rangle-\langle\mathrm{n}\rangle^{2}=\langle\mathrm{n}\rangle
$$

which is characteristic of a Poisson distribution. How can we interpret this?


The new theory gives a smooth transition between the limiting cases $G<0$ and $\mathrm{G}<0$. The Bose-Einstein distribution implies that below threshold the photons come in clusters, they come simultaneously and then for a while only a few. Should we plot the number of photons as a function of time, we get rather large fluctuations. Above threshold the fluctuations of photon number as function of time are much smaller. There is a certain mean time distance between the events, fluctuations are much smaller. The physical reason lies in the stabilization of the laser - the laser action can be explained by the depletion of atoms - while laser action takes place atoms are depleted and then they get filled up again by the pump mechanism. In the steady state you have a rather well defined depletion and whenever the photon number should become too big the atoms react correspondingly and emit less photons so that the old production rate is secured. On the other hand, if there are too few photons produced then the inversion will go up and produce more photons. That means laser light is well stabilised and we have a well stabilised amplitude.
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QUANTUM STATISTICAL TREATMENT OF OPEN SYSTEMS , LASER DYNAMICS AND

OPTICAL BISTABILITY

F . Casagrande and L.A. Lugiato Istituto di Fisica dell'Università , Milano , Italy

## Abstract

A typical problem of statistical mechanics is the dynamics of open systems, i.e. systems in interaction with a thermal reservoir. Namely, we illustrate a method to treat quantum open systems recently elaborated by one of us (L.A.L.) and apply it to problems in the field of quantum optics. When the reservoir is weakly perturbed by the system we recover the well known results,already obtained via treatments at second order in the reservoir-system coupling constant, concerning the radiative decay of a two-level atom à la Wigner and Weisskopf and the Brownian movement of a harmonic oscillator. On the other hand,our method can be applied also in the case of strong coupling between system and reservoir. This allows describing phenomena as the laser and optical bistability treating in detail the quantum statistical aspects.

1. Introduction

The study of the interaction between matter and radiation has always been one of the major topics in physics. At the beginning of the sixties, the applications of basic physical principles as well as of refined technologies allowed the first observations of laser operation. This event opened a new field, laser physics, which has focused a continuously growing interest and is nowadays the core of that branch of modern physics which is called quantum optics.

From a theoretical viewpoint, the rich phenomenology which is the object of quantum optics can be regarded as a stimulating field of application of quantum statistical mechanics. Or, more precisely, synergetics [1].

In fact, one deals with many-atom open systems far from thermal equili_ brium whose dynamics is of a cooperative nature and which show phase-transition-like behaviors. Clearly, fluctuatios and correlations play a fundamental role. Hence a fully quantum statistical approach is the most suitable framework in order to describe these phenomena. However the most consolidated tools in the investigation of open systems are essentially weak coupling treatments. On the contrary a peculiarity of the phenomena in laser physics is the strong interactionbetween the atomic system and the electromagnetic field. This requires an extension of the previous methods to treat strong coupling situations. Recent progress in this sense has been obtained by a method to treat open systems develo_ ped by one of us [2]. In this paper we rewiew this approach and some recent applications in quantum optics. In this way, first we clearly show the underlying common quantum statistical basis and secondly we give a unified treatment of a variety of phenomena.

We start by illustrating in section 2 the quantum theory of open systems. We introduce the general formalism in a way that lends itself to the subsequent applications. The basic concepts and definitions of quantum statistical mechanics which are the background for our treatment are con_ cisely reviewed in reference 3 . In the following section we illustrate two simple applications, the decay of a two-level atom and the Brownian motion of a harmonic oscillator. This has not only illustrative purposes, since these examples are of fundamental relevance for the construction of the one-mode laser model which is described in detail in sec. 4. By means of this model we treat two remarkable phenomena in quantum optics, i.e. the laser and optical bistability. In sec. 5 we recover the basic results of the semiclassical approximation, in which we neglect all fluctuations and correlations, both in the stationary and in the transient situation. sec. 6 is the main part of this paper. We show that the usual assumption of weak interaction in the approach introduced in sec. 2 must be dropped if we want to describe these phenomena in a fully quantum context. Thus we follow the more powerful procedure of Ref.2, which applies in these cases as well. It follows a unified treatment of laser and optical bistabilipy , in particular we give a detailed discussion of photon statistics in both phenomena.

## 2. Dynamics of open systems

Let us consider a quantum system $S$ which is open, ie. it interacts with a thermal reservoir R.S exchanges energy and possibly matter with $R$, which is a macroscopic system characterized by a very large number of degrees of freedom ( ideally, infinite ones ). The reservoir is initially in an equilibrium state at some temperature $T$. The interaction with the system $S$ disturbs the reservoir $R$ and makes it deviate from its equilibrium state. However, since the reservoir is very big, these di_ sturbances are small and are rapidly eliminated by those dissipative mechanisms which sistematically lead the reservoir back to equilibrium. On the contrary, $S$ is strongly affected by the interaction with $R$. This interaction ultimately leads $S$ to reach the thermal equilibrium with the reservoir. Our aim is to study the dynamics of the open system $S$ under the influence of $R$, ie. the time evolution of $S$ when it is driven by the reservoir.

To this end, let us consider the composite system $Q=S+R$. Its Hamilto_ nan has the structure

$$
\begin{equation*}
H=H_{S}+H_{R}+H_{S R} \tag{1}
\end{equation*}
$$

where $H_{S}\left(H_{R}\right)$ is the Hamiltonian of $S(R)$ and $H_{S R}$ is the interaction Hamiltonian. The statistical operator $W(t)$.of $Q$ obeys the Non Neumann equation (VNE)

$$
\begin{equation*}
\frac{d W}{d t}=-i\left(\mathscr{L}_{S}+\mathscr{L}_{R}+\mathscr{L}_{S R}\right) W(t) \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\mathscr{L}_{i} W=\frac{1}{\hbar}\left[H_{i}, W\right] \quad(i=S, R, S R) \tag{3}
\end{equation*}
$$

We are interested only in the dynamics of the subsystem $S$. Now to cal_ curate the mean values and the fluctuations of the observables of S it is not necessary to know the statistical operator $W$ of the whole system $S+R$, but it is enough to know the "reduced" statistical operator of the subsystem $S$ alone

$$
\begin{equation*}
\rho(t)=\operatorname{Tr}_{R} W(t) \tag{4}
\end{equation*}
$$

where $T r_{R}$ means "partial trace" over the Hilbert space of $R$. Hence the problem arises of deriving the time evolution equation for the reduced statistical operator $\rho$ from the VNE (2) for the full statistical operator W. This equation must be closed, i.e. it must be expressed only in terms of the variables of the subsystem $S$. Usually such a problem is solved by the so-called "projection operator technique" developed in general by Zwanzig [4] and adapted to open systems by Argyres and Kelley [5] (see also [6]). However, the projection technique is not suitable to treat the laser. Thus we shall follow a more powerful method $[2]$.
2.1 Hierarchy of equations for the reduced statistical operator and for bath-system correlations.

For the sake of simplicity we shall take the reservoir $R$ as a system of noninteracting harmonic ascillators or as a system of noninteracting two-level atoms. This is suitable to illustrate the method in the sim_ plest possible situations. Furthermore, in the applications that we shall consider later the reservoir is just of this kind. When the reser voir is a set of noninteracting harmonic oscillators labeled by $j=1,2, \ldots$ $n$ we call $B_{j}$ and $B_{j}^{+}$the annihilation and creation operators of the j-th oscillator. These operators obey the commutation rules

$$
\begin{equation*}
\left.\left[B_{j,} B_{j}^{+}\right]=\delta_{j j}\right],\left[B_{j,} B_{j}\right]=\left[B_{j}^{+}, B_{j}^{+}\right]=0 \tag{5}
\end{equation*}
$$

On the other hand, when the reservoir is a set of noninteracting twolevel atoms again labeled by $j=1,2, \ldots . n$ we call $B_{j}$ and $B_{j}^{+}$the lowering and raising operators of the j-th atom. In this case one has the anticommutation rules

$$
\begin{equation*}
\left\{B_{j}, B_{j}^{+}\right\}=1 \quad, \quad\left\{B_{j}, B_{j}\right\}=\left\{B_{j}^{+}, B_{j}^{+}\right\}=0 . \tag{6}
\end{equation*}
$$

In both cases the Hamiltonian of the reservoir is given by

$$
\begin{equation*}
H_{R}=\sum_{j} \hbar \omega_{j} B_{j}^{+} B_{j} \tag{7}
\end{equation*}
$$

where $\omega_{j}$ is the frequency of the $j-t h$ oscillator or the transition frequency of the $j-t h$ two-level atom. It is not necessary to specify the Hamiltonian of the subsystem $S$.
Finally we assume the following structure for the interaction Hamilton_ ni an:
(8)

$$
H_{S R}=i \hbar \sum_{j} g_{j}\left(A^{+} B_{j}-A B_{j}^{+}\right),
$$

where $g_{j}$ is a suitable coupling constant which we take real for simplicity and $A$ is any operator in the Hilbert space of the system S. The structure (8) is admittedly not the most general, but it is enough to treat all the problems considered in this paper.
As initial condition for eq.(2) we assume that at time $t=0$ the subs_ stem and the reservoir are uncorrelated and furthermore that the reser_ vair is in equilibrium at inverse temperature $\beta$, so that
(9) $W(0)=\rho(0) \cdot\left[\exp \left(-\beta H_{R}\right) / \operatorname{Tr}\left(\exp \left(-\beta H_{R}\right)\right)\right]$

As a first step we take the partial trace of the VNE (2). We get
(10) $\frac{d \rho}{d t}=-i \mathscr{L}_{s} \rho+\sum_{j} g_{j}\left\{\left[A^{+}, W_{j}^{(-)}(t)\right]-\left[A, W_{j}^{(+)}(t)\right]\right\}$,
where eq. (4) has been used and

$$
\begin{equation*}
W_{j}^{(t)}(t)=\operatorname{Tr}_{R}\left(B_{j}^{+} W(t)\right) \quad, \quad W_{j}^{(-)}(t)=\operatorname{Tr}_{R}\left(B_{j} W(t)\right) \tag{11}
\end{equation*}
$$

$W_{j}^{(+)}, W_{j}^{(-)}$are operators in the Hilbert space of the subsystem $S$ alone. Note that

$$
\begin{equation*}
\operatorname{Tr} W_{j}^{(+)}(t)=\left\langle B_{j}^{+}\right\rangle(t), \operatorname{Tr} W_{j}^{(-1)}(t)=\left\langle B_{j}\right\rangle(t), \tag{12}
\end{equation*}
$$

where $\langle 0\rangle$ indicates in general the mean value of the observable 0 . Furthermore, the quantities $W_{j}^{( \pm)}$allow to calculate a suitable set of bath-system correlation functions. In fact, for any given observable 0 of $S$ we have
$\left(12^{\prime}\right)$

$$
\operatorname{Tr}\left(O_{s} W_{j}^{(+1}(t)\right)=\left\langle O_{s} B_{j}^{+}\right\rangle(t) \text {, etc. }
$$

For this reason, we call $W_{j}^{( \pm)}$(as well as the following quantities $w_{j}^{(+-)}$etc.) "bath-system correlations".
The relevant point is that eq. (10) is not closed in $\rho$, becalase there appear the quantities $W_{j}^{( \pm)}$. Therefore, we are led to derive from the VNE the time evolution equations for $W_{j}^{( \pm)}$. To this aim, we multiply eq. (2) times $B_{j}^{+}$or $B_{j}$ and take the partial trace over the reservoir. After some calculations we find the following equation:


$$
\begin{equation*}
+\sum_{j^{\prime}} g_{j^{\prime}}\left(A^{+} W_{j^{\prime}}^{(+-)}(t)-W_{j^{\prime} j}^{(-+)}(t) A^{+}-A W_{j^{\prime} j^{\prime}}^{(++)}(t)+W_{j^{\prime} j}^{(++)}(t) A\right) \tag{13}
\end{equation*}
$$

Again we meet new quantities, namely $W^{(t-)}$ and $w^{(++)}$, where egg. (cfo. (11), (12))

$$
\begin{align*}
& W_{j j^{\prime}}^{(+-)}(t)=\operatorname{Tr}_{R}\left(B_{j}^{+} B_{j^{\prime}} W(t)\right) \text {, etc. }  \tag{14}\\
& \operatorname{Tr} W_{j j^{\prime}}^{(t-)}(t)=\left\langle B_{j}^{+} B_{j^{\prime}}\right\rangle(t) \text {, etc. }
\end{align*}
$$

The equation for $w_{j}^{(-)}$is immediately obtained by operating hermitian conjugation on eq.(13); in fact

$$
\begin{equation*}
W_{j}^{(-)}(t)=\left[W_{j}^{(t)}(t)\right]^{+} \tag{15}
\end{equation*}
$$

At this point, we derive from the VNE the time evolution equations for the quantities $w_{j j^{\prime}}^{(+-)}$etc. These equations will contain in turn new quantities more, as egg.

$$
W_{j j^{\prime} \jmath^{\prime \prime}}^{(++-)}(t)=\operatorname{Tr}\left(B_{j}^{+} B_{j}^{+}, B_{j \prime \prime} W(t)\right)
$$

where three operators B appear. In such a way, we obtain a hierarchy of linear equations for the reduced statistical operator $\rho$ and for the bath-system correlations $W$ with an arbitrary number of reservoir operators $B$. This hierarchy of equations is equivalent to the VNE (2). Clearly, one must suitably truncate this hierarchy, so that after elimi_ nation of the auxiliary quantities $w$ one obtains a closed equation for $\rho$.

A general truncation prescription does not exist to our knowledge. One must choose the proper truncation procedure according to the individual problem that is studied. Now we shall illustrate the simplest truncation procedure. A more refined one will be shown in connection with the treat ment of the laser and of optical bistability ,in sec.6.
2.2- The master equation for weak interaction between system and reservair
Let us consider the two eqs.(10).(13). We can formally solve eq.(13) for $W_{j}^{(+1)}(t)$ by treating the quantities as $W^{(+-)}$as known quantities and taking into account that $w_{j}^{(+)}(0)=\rho(0)\left\langle B_{j}^{+}\right\rangle_{\beta}=0$ due to eqs.(11), (9), (7) and to the fact that

$$
\left\langle B_{j}^{+}\right\rangle_{\beta} \stackrel{\text { def }}{=} \operatorname{Tr}\left[B_{j}^{+} e^{-\beta H_{R}} / \operatorname{Tr} e^{-\beta H_{R}}\right]
$$

Hence by substituting this expression for $W_{j}^{(t)}(t)$ into eq. (10) we obtain the following equation

$$
\begin{aligned}
& \frac{d \rho}{d t}=-i \mathscr{L}_{s} \rho(t)+\int_{0}^{t} d \tau \sum_{j j^{\prime}} g_{j} g_{j^{\prime}} \\
& \left\{\left[A, e^{-i\left(\mathscr{L}_{s}-\omega_{j}\right)(t-\tau)}\left(-A^{+} W_{j j^{\prime}}^{(+-)}(\tau)+W_{j^{\prime} j}^{(-+)}(\tau) A^{+}+A W_{j j^{\prime}}^{(++)}(\tau)\right.\right.\right.
\end{aligned}
$$

(16)

$$
\begin{aligned}
& \left.\left.-W_{j^{\prime} j}^{(++)}(\tau) A\right)\right]+\left[A^{+}, e^{-i\left(\mathscr{L}_{s}+w_{j}\right)(t-\tau)}\left(W_{j^{\prime} j}^{(+-)}(\tau) A\right.\right. \\
& \left.\left.\left.-A W_{j j^{\prime}}^{(-+)}(\tau)-W_{j j^{\prime}}^{(--)}(\tau) A^{+}+A^{+} W_{j^{\prime} j}^{(--)}(\tau)\right)\right]\right\} .
\end{aligned}
$$

Eq. (16) is still exact but it is not closed in $\rho$ owing to the are_ sente of the quantities $W_{j j 4}^{(+)}$etc. To get a closed equation, we must ex press these quantities in terms of $\rho$. This can be easily accomplished when the interaction between the subsystem and the reservoir is weak, so that the subsystem disturbs in a negligible way the reservoir, In this case one can extend to all times the factorization ansatz(9):

$$
\begin{equation*}
W(t)=\rho(t) e^{-\beta H_{R}} / \operatorname{Tr} e^{-\beta H_{R}} . \tag{17}
\end{equation*}
$$

Using the ansatz and the definition (14) of $W^{(+)}$, one immediately has

$$
\begin{align*}
& \left.\left.W_{j j^{\prime}}^{(+-)}(t)=\rho(t)<B_{j}^{+} B_{j^{\prime}}\right\rangle_{\beta}, \quad W_{j j}^{(-+)}(t)=\rho(t)<B_{j} B_{j^{\prime}}^{+}\right\rangle_{\beta},  \tag{18}\\
& \left.\left.W_{j^{\prime}}^{(++)}(t)=\rho(t)<B_{j}^{+} B_{j^{\prime}}^{+}\right\rangle_{\beta}=0, W_{j j^{\prime}}^{(--)}(t)=\rho(t)<B_{j} B_{j},\right\rangle_{\beta}=0 .
\end{align*}
$$

Substituting (18) into (16) we obtain the closed equation for $\rho(t)$

$$
\begin{aligned}
& \frac{d \rho}{d t}=-i \mathscr{L}_{s} \rho(t)+\int_{0}^{t} d \tau \sum_{j j^{\prime}} g_{j} g_{j \prime} \cdot \\
& \left\{\left[A_{j}, e^{-i\left(\mathscr{L}_{s}-\omega_{j}\right)(t-\tau)}\left(-\left\langle B_{j}^{+} B_{j^{\prime}}\right\rangle_{\beta} A^{+} \rho(\tau)+\left\langle B_{j}, B_{j}^{+}\right\rangle_{\beta}\right.\right.\right. \\
& \left.\left.\cdot \rho(\tau) A^{+}\right)\right]+\left[A^{+}, e^{-i\left(\mathscr{L}_{s}+\omega_{j}\right)(t-\tau)}\left(\left\langle B_{j}^{+}, B_{j}\right\rangle_{\beta} \rho(\tau) A\right.\right. \\
& \left.\left.\left.-\left\langle B_{j} B_{j,}^{+}\right\rangle_{\beta} A \rho(\tau)\right)\right]\right\}
\end{aligned}
$$

Eq. (19) has two contributions: the first term is the free evolution of the subsystem, while the second term comes from the interaction with the reservoir. The assumption of weak interaction is reflected by the fact that this term contains the coupling constant only at second order. When the interaction is strong, as in the laser, one finds contribution of all orders in the coupling constant $[2]$.
Eq. (19) can be written in a more compact way by introducing time cor_ relation functions for suitably defined quantities as it follows:
(20) $\left.\sum_{j j 1} g_{j} g_{j,} e^{i \omega_{j} t}<B_{j}^{+} B_{j}\right\rangle_{\beta}=\left\langle B^{+}(t) O(0)\right\rangle_{\beta}$,

$$
B=\sum_{j} g_{j} B_{j} \quad, \quad B^{+}=\sum_{j} g_{j} B_{j}^{+}
$$

By (20) and similar expressions, eq. (19) becomes

$$
\frac{d \rho}{d t}=-i \mathscr{L}_{s} \rho(t)+\int_{0}^{t} d \tau\left\{-\left\langle\beta^{+}(t-\tau) \beta(0)\right\rangle_{\beta}\right.
$$

$$
\left[A, e^{-i \mathscr{L}_{s}(t-\tau)} A^{+} \rho(\tau)\right]+\left\langle B(o) B^{+}(t-\tau)\right\rangle_{\beta}\left[A, e^{-i \mathscr{L}_{s}(t-\tau)} .\right.
$$

(21)

$$
\begin{aligned}
& \left.\rho(\tau) A^{+}\right]+\left\langle B^{+}(0) \beta(t-\tau)\right\rangle_{\beta}\left[A^{+}, e^{-i \mathscr{L}_{s}(t-\tau)} \rho(\tau) A\right. \\
& \left.-<B(t-\tau) B^{+}(0)\right\rangle_{\beta}\left[A^{+}, e^{-i \mathscr{L}_{s}(t-\tau)} A \rho\right.
\end{aligned}
$$

Note that in eq. (21) the only quantities which refer to the reservoir are time correlation functions such as (20). In other words, the reser_ vair acts on the subsystem just via its time correlation functions. Eq. (21) is an integrodifferential equation in which the derivation of $\rho$ at time $t$ depends on the values of $\rho$ on the whole interval from time 0 to time $t$. Hence one says that $\rho(t)$ has "memory" of its time evolu_ tionand eq.(21) is called "generalized master equation" or " nonmarkof_ fin master equation" $[7,4]$. However, in our case this memory af_ fect or nonmarkoffian character is only apparent, because under our assumptions eq. (21) can be very well approximated by a differential equation as first shown by Van Hove $[7]$.
To show this, first of all we pass to the interaction picture in order to eliminate the rapid variation of $\rho$ in time due to the first (free evolution) term on the r.h.s. of (21). We recall that the relation between the statistical operator in the interaction picture $\rho^{(I)}$ and in the schödinger picture $\rho$ is

$$
\rho^{(I)}(t)=e^{i \mathscr{L}_{s} t} \rho(t)=e^{\frac{i}{\hbar} H_{s} t} \rho(t) e^{-\frac{i}{\hbar} H_{s} t}
$$

The time evolution of $\rho^{(I)}$ can be written in a compact way as it follows
(22)

$$
\frac{d \rho^{(I)}}{d t}=\int_{0}^{t} d \tau K(t-\tau) \rho^{(I)}(\tau)
$$

where the operator $K$ has the form
(23)

$$
\begin{aligned}
& K(t) \cdot=\left\langle\beta^{+}(t) B(0)\right\rangle_{\beta} e^{-i \omega_{0} t}\left[A^{+} \cdot A\right]+\left\langle B(0) B^{+}(t)\right\rangle_{\beta} \\
& -e^{-i \omega_{0} t\left[A, A^{+}\right]+\left\langle B^{+}(0) B(t)\right\rangle_{\beta} e^{i \omega_{0} t}\left[A^{+}, A^{+}\right]+} \\
& +\left\langle B(t) B^{+}(0)\right\rangle_{\beta} e^{i \omega_{0} t\left[A \cdot A^{+}\right]}
\end{aligned}
$$

In writing (23), we assumed that $S$ is a harmonic oscillator or a twolevel atom of frequency $\omega_{0}$ (or 2 system of identical harmonic oscillators or two -level atoms) so that in the interaction picture the operators $A$ and $\mathrm{A}^{+}$have the following time evolution:
(24) $A^{(I)}(t)=e^{-i \omega_{0} t} A \quad,\left(A^{+}\right)^{(I)}(t)=e^{i \omega_{0} t} A^{+}$.

The variation of $\rho$ in the interaction picture is slow, because it arises only from the weak interaction with the bath. Let us call $\tau_{1}$ a time in_ terval which characterises the time variation of $\rho^{(I)}$. on the other hand the kernel $K(t)$ in eq. (22) is the sum of four contributions, each of which contains a time correlation function. Since egg.

$$
\lim _{t \rightarrow \infty}\left\langle B^{+}(t) B(0)\right\rangle_{\beta}=\left\langle B^{+}\right\rangle_{\beta}\langle B\rangle_{\beta}=0,
$$

the kernel $K$ vanishes for $t$ tending to infinity. This is due to those dissipative mechanisms of the reservoir which damp the fluctuations systematically leading the reservoir back to equilibrium. This approach to equilibrium is very rapid since the very fast relaxation times are the peculiar feature of the reservoir $R$. If we call $\tau_{0}$ a time interval which characterizes the approach to zero of the time correlations in play (and by (23) of $K$ ), we have the basic relation $\tau_{0} \ll \tau_{1}$.
Now let us come back to eq. (22). We can write

$$
\begin{aligned}
\frac{d \rho^{(I)}}{d t} & =\int_{0}^{t} d \sigma K(\sigma) \rho^{(I)}(t-\sigma) \\
& \simeq \int_{0}^{\tau_{0}} d \sigma K(\sigma) \rho^{(I)}(t-\sigma) \quad, \quad t>\tau_{0}
\end{aligned}
$$

But

$$
\begin{aligned}
& \rho^{(I)}(t-\sigma) \simeq \rho^{(I)}(t) \text { for } 0 \leqslant \sigma \leqslant \tau_{0} . \\
& \frac{d \rho}{d t}=\left[\int_{0}^{\tau_{0}} d \sigma K(\sigma)\right] \rho^{(I)}(t) .
\end{aligned}
$$

Hence

Finally, taking into account that $K(\sigma)$ is practically zero for $\sigma>\tau_{0}$, we get

$$
\begin{equation*}
\frac{d \rho^{(I)}}{d t}=V \rho^{(I)}(t) \quad, \quad V=\int_{0}^{\infty} d \sigma K(\sigma) \tag{25}
\end{equation*}
$$

Eq. (25) is a purely differential equation, which has no memory effect. This equation is called " Markoffian master equation" or "master equa_ tion" (ME) tout court. The Markoffian approximation is justified by the separation of two time scales: the time scale of the reservoir which is characterized by $\tau_{0}$ and the time scale of the subsystem which is characterized by $\tau_{1}$. By introducing the following symbols
(26)

$$
\begin{aligned}
& C^{(+-)}\left(\omega_{0}\right)=\int_{0}^{\infty} d t\left\langle B^{+}(t) \beta(0)\right\rangle_{\beta} e^{-i \omega_{0} t}, \\
& C^{(-+)}\left(\omega_{0}\right)=\int_{0}^{\infty} d t\left\langle\beta(0) \beta^{+}(t)\right\rangle_{\beta} e^{-i \omega_{0} t}
\end{aligned}
$$

and coming back to the schrödinger picture, the $N E$ takes the final form

$$
\begin{align*}
& \frac{d \rho}{d t}=-i \mathscr{L}_{s} \rho(t)+C^{(t-1)}\left(\omega_{0}\right)\left[A^{+} \rho(t), A\right]+  \tag{27}\\
& +C_{\left(\omega_{0}\right)}^{(-+)}\left[A, \rho(t) A^{+}\right]+\left(C^{(+-)}\left(\omega_{0}\right)\right)^{*}\left[A^{+}, \rho(t) A\right] \\
& +\left(C^{(-1)}\left(\omega_{0}\right)\right)^{*}\left[A \rho(t), A^{+}\right]
\end{align*}
$$

Note that the $M E$ (27) has a different structure from the VNE (2). In the latter one has only commutators with the Hamiltonian, describing a conservative dynamics. In the ME-apart from the free evolution term
which is a conservative one-one finds terms with commutators of a more complicated structure. As we shall see from specific examples, these terms are not conservative but describe the dissipation of the energy of the subsystem into the reservoir.
As it follows from (27),(26), the coefficients of the ME are one-sided Fourier Transforms (i.e. Laplace Transforms) of time correlation func. tions of reservoir operators. Now, according to the well known theory of transport coefficients developed by Callen, Kubo, Green et al [8] the transport coefficients are just one-sided Fourier Transforms of time correlation functions. This fact establishes the connection between the theory of the ME and the theory of transports coefficients: the coefficients of the ME are transports coefficients of the reservoir. Therefore we can apply some fundamental theorems of the theory of transport coefficients to show the remarkable links which exist between the coefficients of the ME. In fact, let us divide these coefficients into real and imaginary part

$$
\begin{align*}
& C^{(+-)}\left(\omega_{0}\right)=\frac{1}{2} \gamma_{\uparrow}\left(\omega_{0}\right)+i \Delta^{(+-)}\left(\omega_{0}\right)  \tag{28}\\
& C^{(-+1)}\left(\omega_{0}\right)=\frac{1}{2} \gamma_{\downarrow}\left(\omega_{0}\right)+i \Delta^{(-+)}\left(\omega_{0}\right)
\end{align*}
$$

First, the real and imaginary parts are linked by the so-called Kramers- Krönig relations.

Secondly, the fluctuation-dissipation theorem establishes the following link between the two real parts:

$$
\begin{equation*}
\gamma_{\uparrow}\left(\omega_{0}\right)=\exp \left(-\beta \hbar \omega_{0}\right) \cdot \gamma_{\downarrow}\left(\omega_{0}\right) \tag{29}
\end{equation*}
$$

Relation (29) is of fundamental importance, due to its universality. In fact, it does not depend on the peculiar features of the reservoir but only on its temperature.
3.- Two simple applications: the decay of a two-level atom and the Brownian motion of a harmonic oscillator.

We shall now consider two simple applications of the formalism eve_ loped in sec.2.2: i) the decay of a two-level atom and ii) the Brownian motion of a harmonic oscillator.
3. 1-The decay of a two-level atom

Ingeneral, an atom or molecule has infinite energy levels. However, if the phenomenon that we want to describe involves the transition between two levels only, one can describe the atom as a two-level system, ne glecting all the other levels [9]. We put for definiteness the zero of the energy of the atom half way between the two levels, so that they have energies $E_{2}=\hbar \omega_{0} / 2 \quad$ and $E_{1}=-\hbar \omega_{0} / 2 \quad$, where $\omega_{0}$ is the Bohr transition frequency $\omega_{0}=\left(E_{2}-E_{1}\right) / \hbar \quad$. The Hi_ bert space of the two-level atom is twodimensional; each get $|\psi\rangle$ can be expanded as

$$
\begin{equation*}
|\psi\rangle=a|1\rangle+b|2\rangle \tag{30}
\end{equation*}
$$

where $|1\rangle(|2\rangle)$ is the lower (upper) state. one defines a raising (lowering) operator $r^{+}\left(r^{-}\right)$in the usual way:

$$
\begin{array}{ll}
r^{+}|1>=12\rangle & , \quad r+12\rangle=0  \tag{31}\\
r^{-}|1\rangle=0 & , \quad r-12\rangle=11\rangle
\end{array}
$$

$r^{ \pm}$obey the anticommutation rule

$$
\begin{equation*}
\left\{r^{+}, r^{-}\right\}=1 \tag{33}
\end{equation*}
$$

It is easily seen that $r^{+}=\left(r^{-}\right)^{+},\left(r^{+}\right)^{2}=\left(r^{-}\right)^{2}=0$. From eq.
(33) it follows the physical interpretation of the operators $r^{+\quad} r^{-}$ and $r^{-} r^{+}$as the number of particles in the upper and lower level, respec. tively. We introduce also the inversion operator

$$
\begin{equation*}
r_{3}=\frac{1}{2}\left(r^{+}--r-r+\right) \tag{34}
\end{equation*}
$$

The three operators $r^{+}, r^{-}$and $r_{3}$ obey the angular commutation rel_ lions

$$
\begin{equation*}
\left[r^{+}, r^{-}\right]=2 r_{3},\left[r_{3}, r^{ \pm}\right]= \pm r^{ \pm} \tag{35}
\end{equation*}
$$

This fact is obvious if we consider the matrix representation of these operators in the basis $|1\rangle,|2\rangle$ :

$$
r^{+}=\left(\begin{array}{ll}
0 & 1  \tag{36}\\
0 & 0
\end{array}\right) \quad, \quad r^{-}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right), \quad r_{3}=\left(\begin{array}{cc}
\frac{1}{2} & 0 \\
0 & -\frac{1}{2}
\end{array}\right)
$$

i.e. these operators correspond to Pauli matrices. Let us consider now the representation of the relevant observables of this system. The energy $H_{s}$ is given by

$$
H_{s}=\left(\begin{array}{cc}
\frac{\hbar \omega_{0}}{2} & 0  \tag{37}\\
0 & -\frac{\hbar \omega_{0}}{2}
\end{array}\right)=\hbar \omega_{0} r_{3}
$$

the polarization $\Theta$ can be expressed as

$$
\vec{B}=e \vec{x}=\left(\begin{array}{cc}
0 & \vec{d}  \tag{38}\\
\overrightarrow{d^{*}} & 0
\end{array}\right)=\vec{d} r^{+}+\vec{d}^{*} r-\quad \vec{d}=e\langle 2| \vec{x}|1\rangle
$$

where we have assumed that the two levels have opposite parity. Eq. (38) justifies calling $\mathrm{r}^{+}$and ${ }^{-}$polarization operators.

We now consider the interaction of our two-level atom with an electromagnetic field, which acts as a reservoir composed of noninteracting harmonic ascillators corresponding to the field modes. In the so-called dipole and rotating wave approximations the interaction Hamiltonian is given by
(39 $\quad H_{R S}=i \hbar \sum_{j} g_{j}\left(r+B_{j}-r-B_{j}^{+}\right)$,
where $B_{j}$ is the annihilation operator corresponding to the $j-t h$ mode of the e.m. field. Hamiltonian (39) is just of the kind (8). Hence, as we have proven, the reduced statistical operator $\rho$ of the two-level atom obeys the ME (27) which now describes the dynamics of the twolevel atom under the influence of the e.m. field. By (37), (28) one rewrites the $M E$ in the following form:

$$
\frac{d \rho}{d t}=-i\left(\omega_{0}+\Delta^{(t-)}-\Delta^{(-t)}\right)\left[r_{3}, \rho(t)\right]+
$$

(40)

$$
+\frac{\delta_{\downarrow}}{2}\left(\left[r^{-} \rho(t), r^{+}\right]+\left[r^{-}, \rho(t) r^{+}\right]\right)+\frac{\gamma_{\uparrow}}{2}\left(\left[r^{+} \rho(t), r^{-}\right]+\left[r^{+}, \rho(t) r^{-}\right]\right)
$$

From eq. (40) we see that the effect of the interaction with the reser_ voir is twofold. First, the atomic transition frequency $\omega_{0}$ gets renor_ malized, i.e. one finds a frequency shift due to the imaginary parts of the coefficients of the ME. The second and more important effect of the reservoir arises from the terms containing the real parts $f_{\uparrow}, f_{\downarrow}$ which are called damping or dissipative terms. In fact, these terms determine the relaxation of the two-level atom towards the thermal equi_ librium state. To see this point explicitly, we write the statistical operator $\rho$ as it follows:
(41) $\rho(t)=p_{1}(t)|1\rangle\langle 1|+p_{2}(t)|2\rangle\langle 2|+p_{12}(t)|1\rangle\langle 2|+p_{21}(t)|2\rangle\langle 1|$,
where the conservation of probability requires that

$$
\begin{equation*}
p_{1}(t)+p_{2}(t)=1 \tag{42}
\end{equation*}
$$

and due to the hermiticity of $\rho(t)$

$$
\begin{equation*}
P_{12}(t)=\left(P_{21}(t)\right)^{*} \tag{43}
\end{equation*}
$$

By taking the matrix elements of the ME, we obtain the following four equations for the matrix elements of $\rho$ :
(44a) $\quad \dot{p}_{2}=\gamma_{\uparrow} p_{1}(t)-\gamma_{\downarrow} p_{2}(t)$,
(44b) $\quad \dot{P}_{1}=\gamma_{\downarrow} P_{2}(t)-\partial_{\uparrow} P_{1}(t)$,
(44c) $\dot{P}_{12}=\left[i \omega_{0}-\frac{d_{i}+\gamma_{1}}{2}\right] P_{12}(t)$.
(44d) $\dot{P}_{21}=\left[-i \omega_{0}-\frac{f_{\uparrow}+f_{k}}{2}\right] P_{21}(t)$,
where $\omega=\omega_{0}+\Delta^{(+-)}-\Delta^{(-+)}$.
Note that eqs. (44a,b) are independent of eqs. ( $44 \mathrm{c}, \mathrm{d}$ ) and that the two latter equations are complex conjugates of each other. The two eqs. (44a,b) for the probabilities give the simplest example of rate equations and provide the physical interpretation of the two parameters $\gamma_{\uparrow}$ and $\gamma_{\downarrow}$ :
$j_{\uparrow}$ has the physical meaning of transition probability per unit time from the lower to the upper state. Similarly $\gamma_{\psi}$ is the transition probability per unit time from the upper to the lower state. In fact, eq. (44a,b) have a very simple interpretation: egg. eq. (44a) says that the variation per unit time of the probability of the upper state is equal to the probability of the lower state times the transition probability per unit time from the lower to the upper state, minus the pro_ bability of the upper level times the transition probability per unit time from theupper to the lower state. Eq. (44C) is immediately solved
(45a)

$$
P_{12}(t)=\exp \left\{i \omega t-\frac{\partial_{\uparrow}+\gamma_{4}}{2} t\right\} P_{12}(0) .
$$

on the other hand Eqs. $(44 a, b)$ are also immediately solved recalling eq. (42):
(45b) $p(t)=e^{-\left(\gamma_{\uparrow}+\gamma_{k}\right) t}$

$$
p_{2}(0)+\frac{\partial_{\uparrow}}{\partial_{\uparrow}+\gamma_{\downarrow}}\left\{1-e^{-\left(\gamma_{\uparrow}+\gamma_{\downarrow}\right) t}\right\}
$$

From Eq. (45a) it follows that
(46a) $\lim _{t \rightarrow \infty} P_{12}(t)=\lim _{t \rightarrow \infty} P_{21}(t)=0$
with a relaxation rate
(46b)

$$
\delta_{1}=\frac{\gamma_{\uparrow}+\gamma_{\downarrow}}{2}
$$

From (45b), (42) and the fluctuation-dissipation relation (29) one has

$$
\begin{align*}
& \lim _{t \rightarrow \infty} P_{2}(t)=\frac{\gamma_{\uparrow}}{\gamma_{\uparrow}+\gamma_{\downarrow}}=\frac{1}{e^{\beta \hbar \omega_{0}}+1}  \tag{47a}\\
& \lim _{t \rightarrow \infty} P_{1}(t)=\frac{\gamma_{\downarrow}}{\gamma_{\uparrow}+\gamma_{\downarrow}}=\frac{\exp \left(\beta \hbar \omega_{0}\right)}{e^{\beta \hbar \omega_{0}}+1}
\end{align*}
$$

the relaxation rate is
(47b)

$$
\gamma_{11}=\gamma_{\uparrow}+\gamma_{\downarrow}=2 \gamma_{\perp}
$$

The relevant point is that (46a) and (47a) turn out to be precisely the matrix elements of the canonical statistical operator of the two-level atom:

$$
\begin{equation*}
\rho_{\beta}=\frac{\exp \left(-\beta H_{s}\right)}{T_{r}\left\{\exp \left(-\beta H_{s}\right)\right\}}=\frac{\exp \left(-\beta+\omega_{0} r_{3}\right)}{\operatorname{Tr}_{0}\left\{\exp \left(-\beta \hbar \omega_{0} r_{3}\right)\right\}} \tag{48}
\end{equation*}
$$

This shows that, as expected, the subsystem approaches a thermal equili_ brium state in which it has the same temperature of the reservoir. In particular, let us consider the case that the reservoir has zero temperature,i.e. that the electromagnetic field is in the vacuum state. In this situation the atom simply decays exponentially to the lower state In fact, if we put $\beta \Rightarrow \infty$ in (47a), we obtain
(49) $\lim _{t \rightarrow \infty} p_{2}(t)=0, \lim _{t \rightarrow \infty} p_{1}(t)=1$.

This is essentially the well known Wigner-Weisskopf theory of the de_ cay of the atom.
3.2. The Brownian motion of a harmonic oscillator

Let us consider a harmonic oscillator of frequency $\omega_{0}$. The Hamiltonian can be written as
(50) $\quad H_{s}=\hbar \omega_{0}\left(A^{+} A+\frac{1}{2}\right)$
where $A^{+}(A)$ is the raising(lowering) operator such that

$$
\begin{equation*}
\left[A, A^{+}\right]=1 \tag{51}
\end{equation*}
$$

One has

$$
\begin{equation*}
H_{s}|n\rangle=\hbar \omega_{0}\left(n+\frac{1}{2}\right)|n\rangle \quad(n=0,1,2, \ldots) \tag{52}
\end{equation*}
$$

$$
A^{+}|n\rangle=\sqrt{n+1}|n+1\rangle, \quad A|n\rangle=\sqrt{n}|n-1\rangle
$$

Dur harmonic oscillator interacts with a reservoir of noninteracting two-level atoms or harmonic oscillators. We assume as usual an interact tion Hamiltonian of the form (8), namely

$$
\begin{equation*}
H_{R S}=i \hbar \sum_{j} g_{j}\left(A^{+} B_{j}-A B_{j}^{+}\right) . \tag{53}
\end{equation*}
$$

Hence also in this case the reduced statistical operator $\rho$ of the oscillator obeys the $M E(27)$ that reads

$$
\begin{align*}
& \frac{d \rho}{d t}=-i \omega\left[A^{+} A, \rho(t)\right]+\frac{\gamma_{\uparrow}}{2}\left(\left[A^{+} \rho(t), A\right]+\right.  \tag{54}\\
& \left.+\left[A^{+}, \rho(t) A\right]\right)+\frac{\gamma_{\downarrow}}{2}\left(\left[A \rho(t), A^{+}\right]+\left[A, \rho(t) A^{+}\right]\right)
\end{align*}
$$

where $\omega$ is the renormalized frequency(cfr.sec.3.1). This equation can be suitably mapped into the Glauber diagonal re_ presentation $[10]$, in which the quantum-mechanical $M E$ becomes a clas-sical-looking partial differential equation. Let us briefly review the main properties of this representation $[11]$. First of all one cons_ dens the coherent states $|\alpha\rangle$, defined as the eigenstates of the annihilation operator A:

$$
\begin{equation*}
A|\alpha\rangle=\alpha|\alpha\rangle . \tag{55}
\end{equation*}
$$

The spectrum of the nonhermitian operator A covers the whole complex plane. The mean values of $A$ and $A^{+}$in a coherent state are given simply by

$$
\begin{equation*}
\langle\alpha| A|\alpha\rangle=\alpha \quad,\langle\alpha| A^{+}|\alpha\rangle=\alpha^{*} \tag{56}
\end{equation*}
$$

From the physical viewpoint, the most remarkable property of the cone rent states is that the mean value of normal ordered products factorizes

$$
\begin{equation*}
\langle\alpha|\left(A^{+}\right)^{m} A^{n}|\alpha\rangle=\langle\alpha| A^{+}|\alpha\rangle^{m}\langle\alpha| A|\alpha\rangle^{n}=\left(\alpha^{*}\right)^{m} \alpha^{n} . \tag{57}
\end{equation*}
$$

This implies that if we restrict ourselves to normal ordered quantities the coherent states are fluctuationless. This feature renders the cone_ rent states the most"classical" states that one can find in quantum me_ chanics. We recall also that the coherent states least indetermination wave packets.
Now it has been proven [11] that there is a large class of statistical operators for the harmonic oscillator which can be represented in the following way:

$$
\begin{equation*}
\rho=\int d_{2} \alpha P\left(\alpha, \alpha^{*}\right) \quad|\alpha\rangle\langle\alpha| \tag{58}
\end{equation*}
$$

where $P$ is a c-number function and $\quad d_{2} \alpha=d(\operatorname{Re} \alpha) \cdot d(\operatorname{Im} \alpha)$. (58) is the Glauber diagonal representation of $\rho$, which maps the opera_ tor $\rho$ into a classical function, the so-called P-function. This function is real but not always positive, hence it is called quasiprobability distribution. The mean value of the normal ordered products (57) is simply calculated from the P-function:
(59) $\left\langle\left(A^{+}\right)^{m} A^{n}\right\rangle=\int d_{2} \alpha\left(\alpha^{*}\right)^{m} \alpha^{n} P\left(\alpha, \alpha^{*}\right)$.

When the operator $\rho$ is mapped into the $P$ - function according to eq. (58), the ME (54) turns out to be correspondingly mapped into the following partial differential equation $[11]$ :
(60) $\frac{\partial P\left(\alpha, \alpha^{*}, t\right)}{\partial t}=-\frac{\partial}{\partial \alpha}\left(-i \omega+\frac{\partial_{\uparrow}-\gamma_{\downarrow}}{2}\right) \alpha P\left(\alpha, \alpha^{*}, t\right)$

$$
-\frac{\partial}{\partial \alpha^{*}}\left(i \omega+\frac{\partial_{\uparrow}-\gamma_{\downarrow}}{2}\right) \alpha^{*} P\left(\alpha, \alpha^{*}, t\right)+\gamma_{\uparrow} \frac{\partial^{2}}{\partial \alpha^{*} J \alpha} P\left(\alpha, \alpha^{*}, t\right)
$$

Eq. (60) is a Fokker-Planck equation (FPE), as it was to be expected after the classical theory of Brownian motion. Let us consider the solution of the FPE (60) when the system is initially in a coherent state:

$$
\begin{equation*}
\rho(0)=\left|\alpha_{0}\right\rangle\left\langle\alpha_{0}\right| \quad, \quad P\left(\alpha, \alpha^{*}, 0\right)=\delta\left(\alpha-\alpha_{0}\right) \delta\left(\alpha^{*}-\alpha_{0}^{*}\right), \tag{61}
\end{equation*}
$$

i.e. the Green function of the FPE. If we neglect the diffusion term (i.e. the second-order derivative term) the solution is

$$
\begin{equation*}
P\left(\alpha, \alpha^{*}, t\right)=\delta\left(\alpha-\tilde{\alpha}_{0}(t)\right) \delta\left(\alpha^{*}-\tilde{\alpha}_{0}^{*}(t)\right) \tag{62}
\end{equation*}
$$

$$
\tilde{\alpha}_{0}(t)=\alpha_{0} \exp \left[-i \omega t+\frac{\gamma_{\uparrow}-\gamma_{l}}{2} t\right],
$$

hence

$$
\begin{equation*}
\rho(t)=\left|\tilde{\alpha}_{0}(t)\right\rangle\left\langle\tilde{\alpha}_{0}(t)\right|, \quad\langle A\rangle(t)=\tilde{\alpha}_{0}(t) . \tag{63}
\end{equation*}
$$

The p-function is still a $\delta$-function, which means that the oscillator remains in a coherent state during the whole time evolution. The time evolution of the mean value -as ruled only by the drift terms(firstorder derivative terms) of the FPE-is that of a classical damped
harmonic oscillator. Note that no fluctuations arise during the time evolution. This is no longer true if we keep the diffusion term. In fact, in this case the solution is

$$
\begin{align*}
& P\left(\alpha, \alpha^{*}, t\right)=\left\{\pi n_{t h}\left[1-e^{-\left(\gamma_{\downarrow}-\gamma_{\uparrow}\right) t}\right]\right\}^{-1}  \tag{64}\\
& \cdot \exp \left\{-\frac{\left(\alpha-\tilde{\alpha}_{0}(t)\right)\left(\alpha^{*}-\tilde{\alpha}_{0}^{*}(t)\right)}{n_{t h}\left[1-\exp \left(-\left(\gamma_{\downarrow}-\gamma_{\uparrow}\right) t\right)\right]}\right\}
\end{align*}
$$

where, using the fluctuation-dissipation relation (29),

$$
\begin{equation*}
n_{t h}=\left\langle A^{+} A\right\rangle_{\beta}=\frac{\gamma_{\uparrow}}{\gamma_{k}-\gamma_{\uparrow}}=\frac{1}{e^{\beta \hbar \omega}-1} \tag{65}
\end{equation*}
$$

One sees that for $t>0$ the p-function is no longer a $\delta$-function, i.e. the oscillator is no longer in a coherent state. The P-function broadens in time. Initially thre are no fluctuations, but the diffusion term creates fluctuations which increase in time. On the other hand, the drift terms rule the mean motion, which is still given by ( $62^{\prime \prime}$ ). As a last point, let us consider the solution (64) for $t \longrightarrow \infty$. One finds

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left(\alpha, \alpha^{*}, t\right)=\frac{\exp \left[-|\alpha|^{2} / n_{t h}\right]}{\pi n_{t h}} \tag{66}
\end{equation*}
$$

which can be shown to be the p-function $P_{\beta}\left(\alpha, \alpha^{*}\right)$ that cor_ responds to the canonical operator [11]. Again one finds as expected that the system approaches the thermal equilibrium state in the long time limit.
4. The one-mode laser model

At this point we have all the elements to treat the laser systems $[12,13,11,9]$. Let us start by illustrating the one-mode laser model of the Stuttgart school $[12,14]$.

In a laser system we have a resonant cavity with mirrors of reflectivity coefficient $R$ and transmittivity $T=1-R$. This cavity contains $N$ atoms homogeneously distributed in a pencil-shaped sample of volume $V=L d^{2}$, where $L$ is the length and $d^{2}$ the section. The atoms are assumed to be two-level atoms with the same transition frequency $\omega$ (homogeneously broadened atomic system). We consider only the resonant electromagnetic field mode of the cavity, and let $A, A^{+}$be the annihilation and creation operators of this mode which obey the usual boson commutation relations

$$
\begin{equation*}
\left[A, A^{+}\right]=1 \tag{67}
\end{equation*}
$$

Let $w(t)$ be the statistical operator of the system atoms+field. The time evolution equation for $W$ consists of three different groups of terms, which describe the dynamics of atoms and of the field and the interaction between the atoms and the radiation mode, respectively, Let us write concisely

$$
\frac{d W}{d t}=\left(\frac{d W}{d t}\right)_{A}+\left(\frac{d W}{d t}\right)_{F}+\left(\frac{d W}{d t}\right)_{A F}
$$

where $(d W / d t)_{A}$ describes the time evolution of the atoms, $(d W / d t)_{F}$ the time evolution of the field mode and $(d W / d t)_{A F}$ the atom-field interaction.

Let us consider the three groups in (68) separately. First of all, we have N two-level atoms labeled by $i=1,2, \ldots . . \mathrm{N}$. According to sec .3 , the i-th atom is associated with the raising and lowering operators
$r_{i}^{+}, r_{i}^{-}$and with the inversion operator $r_{3 i}$.
These operators obey the angular momentum commutation relations

$$
\begin{equation*}
\left[r_{i}^{+}, r_{j}^{-}\right]=2 r_{3 i} \delta_{i j},\left[r_{3 i}, r_{j}^{ \pm}\right]= \pm r_{i} \pm \delta_{i j} \tag{69}
\end{equation*}
$$

As long as we do not consider the interaction with the cavity mode the atomsevolve independently of one another. Their time evolution arises from the free time evolution, the decay which can be purely
radiative or due to collisions, and from the pump action that we exert on the atoms. Since these decay and pumping mechanisms can be described as due to the interaction with suitable reservoirs, we can immediate_ ty describe the dynamics of the atomic system:
(70) $\left(\frac{d W}{d t}\right)_{A}=-i \mathscr{L}_{A} W+\Lambda_{A} W$,
(71a) $\mathscr{L}_{A} W=\frac{1}{\hbar}\left[H_{A}, W\right]=\omega \sum_{i=1}^{N}\left[r_{3 i}, W\right]$,
(71b)

$$
\Lambda_{A} W=\sum_{i=1}^{N}\left\{\frac{\partial_{A}}{2}\left(\left[r_{i}^{+}, W r_{i}^{-}\right]+\left[r_{i}^{+} W, r_{i}^{-}\right]\right)+\right.
$$

$$
\begin{aligned}
& +\frac{\gamma_{v}}{2}\left(\left[r_{i}^{-}, W r_{i}^{+}\right]+\left[r_{i}^{-} W, r_{i}^{+}\right]\right)+ \\
& \left.+\frac{\eta}{2}\left(\left[r_{3 i}, W r_{3 i}\right]+\left[r_{3 i} W, r_{3 i}\right]\right)\right\} .
\end{aligned}
$$

There are two differences with respect to eq.(40) for the decay of the single atom. The first difference is the presence of the terms containing $\eta$ in (71b), which are the dephasing terms arising from the elastic collisions. Furthermore, in (71b) $\gamma_{\uparrow}$ and $\gamma_{\downarrow}$ must be considered as independent parameters because $\delta_{\downarrow}$ is deter_ mined by the decay whereas $\gamma_{\uparrow}$ is controlled by the pump. In particular, laser operation requires $\gamma_{\uparrow}>\gamma_{\downarrow}$.
If one neglects the interaction with the cavity mode, the time evolution of the atoms is described by the NE (70). It is easy to solve it and verify that the atoms approach an asymptotic situation in which the polarization is zero while the inversion of the single atom has the value
(72a) $\quad \sigma=\frac{\gamma_{\uparrow}-\gamma_{\downarrow}}{\gamma_{\uparrow}+\gamma_{\downarrow}}$

In particular, to get a positive inversion one must have $\gamma_{\uparrow}>\gamma_{\downarrow}$. The polarization tends to zero with a rate

$$
\begin{equation*}
\gamma_{\perp}=\frac{\gamma_{\uparrow}+\gamma_{\downarrow}+\eta}{2} \tag{72b}
\end{equation*}
$$

whereas the inversion tends to its asymptotic value $\sigma$ with a rate

$$
\begin{equation*}
\gamma_{11}=\gamma_{\uparrow}+\gamma_{\downarrow} \tag{72c}
\end{equation*}
$$

For a purely radiative decay $\eta=0$ so that $\gamma_{11}=2 \gamma_{1}$ as in eq. (47b). For $\quad \eta \neq 0 \quad$ one has instead $\gamma_{11}<2 \gamma_{1}$ Let us now consider the radiation mode. It is simply a quantum harmon_ mic oscillator of frequency $\omega$. It is damped because the photons escape from the cavity with a rate

$$
\begin{equation*}
k=c T / \mathscr{L} \tag{73}
\end{equation*}
$$

due to the interaction with the exterior of the cavity, which acts as a reservoir at zero temperature. Hence the dynamics of the radiation mode is described by the following equation (cfr.eq.(54)):

$$
\begin{equation*}
\left(\frac{d W}{d t}\right)_{F}=-i \mathscr{L}_{F} W+\Lambda_{F} W \tag{74}
\end{equation*}
$$

(75a) $\mathscr{L}_{F} W=\frac{1}{\hbar}\left[H_{F}, W\right]=\omega\left[A^{+} A, W\right]$.

$$
\begin{equation*}
\Lambda_{F} W=k\left(\left[A, W A^{+}\right]+\left[A W, A^{+}\right]\right) . \tag{75b}
\end{equation*}
$$

Note that with respect to eq. (54) we write $k$ instead of $\gamma_{\downarrow}$ and we have $\gamma_{\uparrow}=0$ because the reservoir has zero temperature. If we neglect the interactions with the atoms the time evolution of the field mode is described by the $\operatorname{ME}(74)$. By solving this $M E$ (egg. in the Glauber representation) one finds that the mode approaches the vacuum state with
the rate $k$, as it must be.
Finally we consider the atom-field interaction. In the dipole and rota_ ting wave approximation, the interaction between the atom and the cavity mode is given by the Hamiltonian
(76) $\quad H_{A F}=i \hbar \bar{g} \sum_{i=1}^{N}\left(e^{-i \vec{k} \cdot \vec{x}_{i}} A^{+} r_{i}-e^{i \vec{k} \cdot \vec{x}_{i}} A_{r}^{+}\right)$
where $\bar{g}$ is the coupling constant

$$
\begin{equation*}
\bar{g}=\left(\frac{2 \pi \omega}{\hbar V}\right)^{1 / 2} \mu \tag{77}
\end{equation*}
$$

and $\mu$ is the modulus of the dipole moment of the two-level atoms. $\overrightarrow{\mathrm{K}}$ is the wave vector of the radiation mode and $\vec{X}_{i}$, the position of the i-th atom. Therefore one has the interaction term for the dynamics of $W(t)$

$$
\begin{equation*}
\left(\frac{d W}{d t}\right)_{A F}=-i \mathcal{L o}_{A F} W=-\frac{i}{\frac{1}{h}}\left[H_{A F}, W\right] \tag{78}
\end{equation*}
$$

In conclusion from (68), (70), (74), (78) we obtain the ME that fully describes the dynamics of the coupled system atomstcavity mode
(79) $\frac{d W}{d t}=\left\{-i\left(\mathscr{L}_{A}+\mathscr{L}_{F}+\mathscr{L}_{A F}\right)+\Lambda_{A}+\Lambda_{F}\right\} W(t)$,
where the terms on the r.h.s. are explicitly given in (71a,b), (75a,b) and(78). This ME is the one-mode laser model formulated by weidlich and Haake $[14]$. This model has been recently generalized by Bonifacio and Lugiato $[15]$ in order to take into account the possible presence of an external coherent field which is injected into the cavity. This generalization is necessary to treat the so-called optical bistability. In fact, let us assume that a coherent monochromatic field enters into
the cavity and that this external field is perfectly resonant with the atomic system and the cavity. It can be shown that the effect of the external field can be taken into account by simply changing the term $\Lambda_{F}$ which describes the damping of the cavity mode. Precisely one must put

$$
\Lambda_{F} W=k\left\{\left[\left(A-\alpha_{0} e^{-i \omega t}\right), W\left(A-\alpha_{0} e^{-i \omega t}\right)^{+}\right]+\right.
$$

(80)

$$
\left.+\left[\left(A-\alpha_{0} e^{-i \omega t}\right) W,\left(A-\alpha_{0} e^{-i \omega t}\right)^{+}\right]\right\}
$$

If we put $\alpha_{0}=0$ in (80) we recover (75b). Furthermore, if we neglect the interaction with the atoms so that the dynamics of the cavity mode is described by the ME (74) and we soldeit by using (80) instead of (75b), we find that the mode does no longer approach the vacuum state
$|0\rangle<0 \mid \quad$ but the coherent state $\quad\left|\alpha_{0}\right\rangle\left\langle\alpha_{0}\right| \quad$ of the external laser field. This explains the generalization of eq. (75b) into(80).

As a last point in the construction of the one-mode laser model, we pass to the interaction picture so that we get rid of the free time evolution terms. In this picture the ME reads

$$
\begin{equation*}
\frac{d W^{(I)}}{d t}=\left(\Lambda_{A}+\Lambda_{F}-i \mathscr{L}_{A F}\right) W^{(I)}(t) \tag{81}
\end{equation*}
$$

where now

$$
\begin{align*}
\Lambda_{F} W^{(I)}= & K\left\{\left[\left(A-\alpha_{0}\right), W^{(I)}\left(A-\alpha_{0}\right)^{+}\right]+\right. \\
& \left.+\left[\left(A-\alpha_{0}\right) W^{(I)},\left(A-\alpha_{0}\right)^{+}\right]\right\} . \tag{82}
\end{align*}
$$

In the following, we drop the index (I) everywhere.
We shall treat the model ( 8 f ) first at the semiclassical level and secondly at a fully quantum statistical level. At both levels we are interested in studying the behaviour of the macroscopic observables of
our system, which are essentially the field, the total inversion of the atomic system and its macroscopic polarization. The field is associated to the operators $A$ and $A^{+}$, the total inversion is associated to the collective inversion operator

$$
\begin{equation*}
R_{3}=\sum_{i=1}^{N} r_{3 i} \tag{83}
\end{equation*}
$$

and finally the macroscopic polarization is associated to the collective dipole operators

$$
\begin{equation*}
R^{ \pm}=\sum_{i=1}^{N} r_{i}^{ \pm} e^{ \pm i \vec{k} \cdot \vec{x}_{i}} \tag{84}
\end{equation*}
$$

By means of the definitions (83), (84) we can rewrite

$$
\begin{equation*}
H_{A}=\hbar \omega R_{3} \tag{85}
\end{equation*}
$$

$$
\begin{equation*}
H_{A F}=i \hbar \bar{g}\left(A^{+} R^{-}-A R^{+}\right) \tag{86}
\end{equation*}
$$

A very remarkable fact is that these macroscopic operators obey the angular momentum commutation relations

$$
\begin{equation*}
\left[R^{+}, R^{-}\right]=2 R_{3}, \quad\left[R_{3}, R^{ \pm}\right]= \pm R^{ \pm} \tag{87}
\end{equation*}
$$

5.- Semiclassical treatment of laser and optical bistability

From the ME (81) one can derive the time evolution equations for the mean values of the macroscopic quantities $R^{ \pm}, R_{3}, A, A^{+}$. One obtains a system which is not closed because it contains mean values of products of these quantities. However, in the semiclassical approximation in which one neglects all the fluctuations and correlations, all the mean values of products factorize into the products of mean values. Thus, by introducing the c-number variables
(88)

$$
\begin{aligned}
& \tilde{A}=\langle A\rangle=\operatorname{Tr}(A W), \quad \tilde{A}^{+}=\left\langle A^{+}\right\rangle, \\
& \widetilde{R}^{ \pm}=\left\langle R^{ \pm}\right\rangle \quad, \quad \widetilde{R}_{3}=\left\langle R_{3}\right\rangle
\end{aligned}
$$

one gets the following closed system of equations(dot=derivative with respect to time)
(89a) $\quad \tilde{R}^{-}=2 \bar{g} \tilde{A}_{R_{3}}-y_{1} \tilde{R}^{-}$
(89b) $\quad \dot{\widetilde{R}}_{3}=-\bar{g}\left(\widetilde{A} \widetilde{R}^{+}+\tilde{A}^{+} \tilde{R}^{-}\right)-\gamma_{11}\left(R_{3}-\frac{\sigma N}{2}\right)$,
(89c) $\quad \dot{\tilde{A}}=\bar{g} \tilde{R}^{-}-k\left(\tilde{A}-\alpha_{0}\right)$

The equations for $\widetilde{R}^{+}$and $\widetilde{A}^{+}$are complex conjugates of eqs. (89a) and (89c), respectively.
In each equation we recognize a coherent interaction term and an in_ coherent damping term. On the basis of eqs. ( $89 \mathrm{a}-\mathrm{c}$ ), we shall treat two different phenomena: the laser and somcalled optical bistability (OB).
5.1- The laser

First we analyze eqs. (89) in the stationary situation, which is also the asymptotic situation that the system approaches for $t \longrightarrow \infty$. From eqs. ( $89 \mathrm{a}, \mathrm{b}$ ) one obtains the following expressions of polarization and inversion as functions of the field:
(90) $\quad \widetilde{R}-\frac{\sigma N}{2} \sqrt{\frac{\gamma_{1}}{\gamma_{1}} \frac{x}{1+|x|^{2}}, \tilde{R}_{3}=\frac{\sigma N}{2} \frac{1}{1+|x|^{2}}, ~, ~, ~}$
where x is the normalized field amplitude
(91)

$$
x=2 \bar{g} \tilde{A} / \sqrt{\gamma_{1} \gamma_{11}}
$$

If we substitute (90) into the field equation (89c), we obtain the equation that determines the stationary values of the field variable $x$ :

$$
\begin{equation*}
\sigma \frac{\bar{g}^{-2} N}{\gamma_{1}} \frac{x}{1+|x|^{2}}-k(x-y)=0 \tag{92}
\end{equation*}
$$

where $y$ is the normalized amplitude for the incident field

$$
\begin{equation*}
y=\frac{2 \bar{g} \alpha_{0}}{\sqrt{\gamma_{\perp} \gamma_{11}}} \tag{93}
\end{equation*}
$$

Let us analyze eq. (92) separately in the cases of the laser and of $O B$. In the case of the laser $\alpha_{0}=0$, which implies $y=0$. Hence the stationary equation can be written as it follows:

$$
\begin{equation*}
x\left(1-\frac{\sigma}{\sigma_{T}} \frac{1}{1+|x|^{2}}\right)=0 \tag{94}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{T}=k \gamma_{\perp} / \bar{g}^{2} N \tag{95}
\end{equation*}
$$

is the threshold inversion per atom as we show below. Clearly eq.(94) has two solutions. The first is the trivial solution $x=0$, which means $\tilde{A}=0$, i.e. no radiation emission. Substituting the solution $X=0$ into eq. (90) we obtain $\tilde{R}=0$ and $\tilde{R}_{3}=\sigma N / 2$. The other solution is $|x|^{2}=\left(\sigma / \sigma_{T}\right)-1 \quad$. This solution exists provided $\sigma / \sigma_{T} \geqslant 1$, ie.
(96) $\quad \sigma \geqslant \sigma_{T}$.

Note that the phase is left completely arbitrary. For this solution there is radiation emission, ie. the laser is operating. Now a station_ nary solution is physically meaningful only if it is stable. The sta_ bility can be checked by means of a standard linear stability analysis. Let us consider the trivial solution ( $\tilde{A}=0, \tilde{R} \equiv 0, \tilde{R}_{3}=\sigma N / 2$ ).

One introduces the deviations of the macroscopic quantities from their stationary values
(97) $\Delta R^{-}=\tilde{R}^{-}, \quad \Delta R_{3}=\tilde{R}_{3}-\frac{\sigma N}{2}, \Delta A=\widetilde{A}$.

Substituting (97) into (89) and keeping only the terms which are linear in the deviations, we get the linearized system
(98a) $\quad \Delta \dot{R}^{-}=\sigma N \bar{g} \Delta A-\gamma_{\perp} \Delta R^{-}$
(98b) $\quad \dot{\Delta} R_{3}=-\gamma_{11} \Delta R_{3}$
(98c) $\quad \dot{\Delta A}=\bar{g} \Delta R^{-}-k \Delta A$.

The system (98) admits solution of exponential form
(99) $\left\{\begin{array}{l}\Delta R^{-}(t) \\ \Delta R_{3}(t) \\ \Delta A(t)\end{array}\right\}=e^{\lambda t}\left\{\begin{array}{l}\Delta R^{-}(0) \\ \Delta R_{3}(0) \\ \Delta A(0)\end{array}\right\}$.

If we substitute ansatz (99) into the system (98), we obtain a linear algebraic homogeneous system, which has nontrivial solutions if the determinant of the matrix $M$ of the coefficients vanishes, where

$$
M=\left|\begin{array}{ccc}
\lambda+\gamma_{1} & 0 & -\sigma N \bar{g}  \tag{100}\\
0 & \lambda+j_{11} & 0 \\
-\bar{g} & 0 & \lambda+k
\end{array}\right|
$$

From the condition et $M=0$ it follows an algebraic equation for $\lambda-$ the characteristic equation which determines the possible values of the complex constant $\lambda$. According to (99), the stationary solution is stable if and only if the real part of $\lambda$ is negative for all roots
of the characteristic equation. Now the solutions of the characteri_ stic equations are
(IOIa) $\quad \lambda_{1}=-\gamma_{11}$
(101b) $\quad \lambda_{3}^{2}=\mp\left[\left(k+\gamma_{\perp}\right)^{2}+4 k \gamma_{\perp}\left(\frac{\sigma}{\sigma_{T}}-1\right)\right]^{1 / 2}-\left(k+\gamma_{1}\right)$.
$\lambda_{1}$ and $\lambda_{2}$ are always negative, whereas $\lambda_{3}>0$ if $\sigma>\sigma_{T}$. Therefore the trivial solution is stable only if $\quad \sigma<\sigma_{T} \quad$. Quite similarly, one can analyse the stability of the nontrivial solution. One finds that it can become unstable only for very high pumping, and in this case, according to the values of the parameters, one finds the so-called Lorentz instability $[16]$ or a self-pulsing behaviour $[17]$. In conclusion, if we increase the pump parameter $\sigma$, we have first the trivial solution which is stable, until in correspondence to the thre _ shold $\sigma=\sigma_{T}$ it becomes unstable and the laser begins to operate. Here one finds a discontinuity in the derivative of $|x|^{2} v s . \sigma$, so that the behaviour of the laser in the threshold region closely resembles a 2nd-order phase transition $[18]$.
5.2- Optical bistability

In thiscase the optical cavity is filled with purely absorbing material, i.e. we do not pump the atoms $\left(\gamma_{\uparrow}=0\right)$. Hence the pump parameter $\sigma$ (eq. (72)) must be put equal to -1 . The problem of $O B$ is the following: a coherent monochromatic field $\alpha_{0}$ enters into the cavity which is filled with absorbing resonant atoms. Part of this light is transmitted by the cavity, and we want to find the behaviour of the transmitted field as a function of the incident field. The stationary equation (92) links the transmitted field $A$ and the incident field $\alpha_{0}$, since $x \propto A$ and $y \propto \alpha_{0}$ For definiteness, we take $\alpha_{0}$ real and positive, so that also $y$ is real and positive. It follows that also the solutions $x$ of eq. (92) are real so that we drop the modulus symbol. Introducing the parameter

$$
\text { (104) } \quad C=\frac{\bar{g}^{2} N}{2 k \gamma_{\perp}},
$$

We have the state equation $[15]$

$$
\begin{equation*}
y=x+\frac{2 C x}{1+x^{2}} \tag{105}
\end{equation*}
$$

Eq. (105) expresses the incident field as a function of the transmitted field. Actually we want just the inverse function. Let us first analyse the functiony $(x)$ defined by the state equation. We have a linear term and a nonlinear term which arises from atomic cooperation and in fact is proportional to the number of atoms. In the case of an empty cavity this term vanishes, so that eq. (105) reduces to $y=x$, i.e. transmitted field=incident field as it is well known. On the other hand for a ca_ vity filled with absorbing atoms just the nonlinearity of eq.(105) introduces all the interesting features. Let us consider this function for large and for smallx. In the first case, eq.(105) is approximated by $y=x$, i.e. the empty cavity solution. The atoms are completely sa turated so that the medium is completely transparent. In these condi tions, each atom interacts with the incident field as if the other atoms would not exist: this is the noncooperative situation, and in fact in this case one can prove that there are no correlations between atom and atom. For small $x$, eq.(105) is approximated by $y=(2 C+1) x$ so that we obtain a linear relation. But now the linearity is not due to the lack of atomic cooperation but to the fact that we are considering a system driven by a weak external field so that the respon_ se is linear. In this situation for $C \gg 1$ the atomic cooperation is dominant, and in fact one can prove that one has relevant atom-atom correlations.
The form of the curve $y(x)$ between the two linear asymptotic behaviours is qualitatively different in the two cases $C<4, C>4$, as shown in fig. 1. For $C<4 y$ is a monotonic function of $x$ so that there is no bistability. However, also in this case there is a very interesting
phenomenon. In fact, if one plots $x$ vs.y as in fig. 2, one finds a portion of the curve where $\mathrm{d} x / \mathrm{dy}>1$, so that a slow modulation of the incident field gets amplified. In these conditions, the system behaves as an optical transistor $[19]$. For $C=4$ the curve has an inflection point with horizontal tangent and finally for $C>4$ the function $y(x)$ has a maximum and a minimum. Therefore in the latter case there is a suitable range of values of $y, i . e$. of the incident field, in correspon_ dence of which we find three different values of $x, i . e$. of the transmit_ ted field. The points which lie on the part with negative slope are unstable. In fact, these curves are analogous to the Van der Waals curves for the liquid-vapor phase transition, and this part is analo gous to the portion of the Van der wals curve with negative compressi_ bility. Here a decrease of the incident field would imply an increase of the trnsmitted field, which is impossible. Hence in the case $C>4$ we have a bistable situation, with a solution $x_{1}$ in which the atomic cooperation is important and a solution $x_{3}$ in which atomic cooperation is negligible. Therefore we shall call $x_{1}$ "cooperative stationary state" and $x_{3}$ "one-atom stationary state". If we exchange the axes to have a plot of transmitted light as a function of incident light (Fig.3) we obtain immediately a hysteresis cycle. In fact, if we start from low values of the incident field, we see that the transmission is very lows Nearly all the light is reflected. Increasing the incident field the transmitted field increases very slowly until at a certain point the incident light increases abruptly and nearly all the incident light is trasmitted. Coming back, the transmitted field decreases continuously also when we cross the previous upper threshold, until we reach another lower threshold, where the transmitted light suddenly jumps to the low transmission branch.

The presence of hysteresis effects is typical of first-order phase transitionsin equilibrium systems. In fact, $O B$ is prototype of first order phase transitions in quantum optics, exactly as the laser is the prototype of 2 nd-order phase transitions. This analogy between $O B$ and first-order phase transitions will be further developed when we shall treat the photon statistics of the transmitted light.

Until now, we have treated the semiclassical equations (89a-c) at steady state. The treatment of the transient, ie. of the approach to the steady state, is much more complicated. In fact, the solution of the nonlinear system (89) can be found only numerically. However, it must be mentioned that the semiclassical equations can be simplified in some limit situations which are commonly found in quantum optics, na_ mely when the damping rates which appear in these equations are such that either $k \ll \gamma_{\perp}, \gamma_{11} \quad$ or conversely $k \gg \gamma_{\perp}, \gamma_{11}$.The first situation is typical of the laser, and in general of all situations in which the quality of the cavity is good. In fact, $k$ is proportional to the transmission coefficient $T$, so that if the mirrors have a good re flectivity $k$ can be made much smaller than $\delta_{\perp}$ and $\gamma_{11}$. Therefore we shall call this case "good quality cavity case". The opposite situation
is typical of superfluorescence [20] in which the cavity has no mir_: ror at all. We shall call this "bad cavity case".

In the latter case ( $k \gg \gamma_{\perp}, \gamma_{\|}$) the atomic variables vary much more slowly than the field variables. By integrating the field equation (89c) we obtain the expression of the field as a function of the aton mic variables
(106) $\tilde{A}(t)=e^{-k t} \tilde{A}(0)+\int_{0}^{t} d \tau e^{-k(t-\tau)}\left[\bar{g} \tilde{R}-(\tau)+k \alpha_{0}\right]$.

Now let us consider times $t \gg k^{-1}$, where $k^{-1}$ characterizes the field time scale, so that the first term can be dropped, and note that in the integral the term $\tilde{R}^{-}(\tau)$ varies on a different time scale, namely $j_{\perp}^{-1}, \gamma_{\|}^{-1}$. This is just the same type of situation that we have discussed in detail in illustrating the markoff approx_ mation (see the passage from eq.(22) to eq.(25). Hence performing the markoff approximation on eq.(106) we obtain the result

$$
\begin{equation*}
\tilde{A}(t)=\frac{\bar{g}}{k} \widetilde{R}^{-}(t)+\alpha_{0} . \tag{107}
\end{equation*}
$$

Now we can replace this expression into eq. (89a,b), obtaining the re_ duce system of two differential equations for the atomic variables only

$$
\dot{\widetilde{R}}^{-}=2 \bar{g} \alpha_{0} \tilde{R}_{3}+\frac{2 \bar{g}^{2}}{k} \widetilde{R}^{-} \tilde{R}_{3}-\gamma_{\perp} \widetilde{R}^{-}
$$

(108)

$$
\stackrel{\tilde{R}}{3}=-\bar{g} \alpha_{0}\left(\tilde{R}^{+}+\tilde{R}^{-}\right)-\frac{2 \bar{g}^{2}}{k} \tilde{R}^{+} \tilde{R}^{-}-\gamma_{11}\left(\tilde{R}_{3}-\frac{\sigma N}{2}\right)
$$

From eq. (107) we see that the field variables follow adiabatically, ie. without retardation, the motion of the atomic variables. Hence the approximation (107) is called adiabatic elimination of the field variable. As we have seen it coincides with the markoff approximation. Note that there is a quicker procedure to perform the adiabatic elimi_ nation. In fact, if we consider the field equation, ie. the equation for the "fast" variable, and put $\dot{\tilde{A}}(t)=0$ we obtain eq. (107) directly. Similarly in the good cavity case $K \ll \gamma_{\perp} \gamma_{\|}$we can adiabatically eliminate the atomic variables. Thus we put $\dot{R}=\dot{\widetilde{R}}_{3}=0$ in the atomic equations ( $89 \mathrm{a}, \mathrm{b}$ ) and substitute the stationary expressions of $\tilde{R}^{-}$ and $R_{3}$ into the field eq. (89c), obtaining the differential equation for the field variable only

$$
\begin{equation*}
\dot{x}=-k\left(x-y-\sigma \frac{\bar{g}^{2} N}{k \gamma_{1}} \frac{x}{1+x^{2}}\right) . \tag{109}
\end{equation*}
$$

6.- Quantum statistical treatment of laser and optical bistability

In this section we treat the onemode laser model on a fully quantum statistical level,i.e. considering fluctuations and correlations. The ME (81) cannot be solved exactly even at steady state. However, the situation is considerably simplified in the two limit cases of good cavity and bad cavity. Let us consider the good cavity case (see $[21 a-c]$ for the laser: $[22]$ for $O B$ )
(110) $k \ll f_{\perp}, f_{11}$.

In this situation, we can consider the atomic system as a reservoir for the radiation field. In fact, the most ${ }^{2}$ important feature is to have fast relaxation rates with respect to the system. Therefore we can apply the method illustrated in sec. 2 to derive from the one-mode laser model (81) a time evolution equation for the reduced statistical operator of the field only

$$
\begin{equation*}
\rho=\operatorname{Tr}_{A} W \tag{111}
\end{equation*}
$$

where $\operatorname{Tr}_{A}$ means partial trace over the atomic Hilbert space. We intro_ duce the operators

$$
\begin{equation*}
\tilde{r}_{j} \pm=r_{j}^{ \pm} \exp \left[ \pm i \vec{k}^{ \pm} \cdot \vec{x}_{j}\right] \tag{112}
\end{equation*}
$$

in order to write the interaction Hamiltonian (76) in the simpler form (113) $H_{A F}=i \hbar \bar{g} \sum_{j=1}^{N}\left(A^{+} \tilde{r}_{j}^{-}-A \tilde{r}_{j}^{+}\right)$.

These operators satisfy the same commutation relations (69) as the old operators $r_{j}^{ \pm}$, and the expression of the operator $\bigwedge_{A}$ in terms of
$\widetilde{r}_{j} \pm$ is the same as before as one sees by inspection of eq. (71b). We recall that the method described in sec. 2 consists of deriving from the starting equation a hierarchy of equations for the reduced statistical operator $\rho$ of the subsystem and for some atom-field correlations, the simplest of which are $W_{i}^{( \pm)}(t)=\operatorname{Tr}_{A}\left(\tilde{r}_{i}^{ \pm} W(t)\right)$. In view of the applications of sec.3, we truncated the hierarchy using a procedure which was based on the assumption that the reservoir was not appreciably disturbed by the interaction with the subsystem. However, in the case of the laser the reservoir, i.e. the atomic system, is notably disturbed by the strong interaction with the field. Therefore this truncation procedure does not work for the laser. Hence we adopt another truncation method, which is the following. In the interaction between the field and the atoms, we consider only those processes in which the field interacts with one atom at a time and
neglect those higher-order processes in which the field interacts with two or more atoms simultaneously. This assumption amounts to consider, in our hierarchy, only the auxiliary quantities which involve a single atom. More precisely, we consider only the operators $\rho, W_{i}^{( \pm)}$, $W_{i}^{(+-)}=\operatorname{Tr}_{A}\left(\tilde{r}_{i}^{+} \tilde{r}_{i}^{-W}\right), W_{i}^{(++)}=\operatorname{Tr}_{A}\left(\tilde{r}_{i}^{-} \tilde{r}_{i}^{+} W\right)$. on the other hand we neglect quantities such as $W_{i j}^{(+-)}=\operatorname{Tr}_{A}\left(\tilde{r}_{i}^{+} \tilde{r}_{j}^{-} W\right), i \neq j$, which contain the variables of two different atoms. Keeping into ac count the relations $W_{i}^{(-)}=\left[W_{i}^{(+)}\right]^{+}$and $W_{i}^{(-+)}=\rho-W_{i}^{(+-)}$, we derive the following closed system of equations for $\rho, W_{i}^{(+)}$and $W_{i}{ }^{(+-)}$:
(114a) $\frac{d \rho}{d t}=\Lambda_{F} \rho+\bar{g} \sum_{i=1}^{N}\left(\left[A^{+}, W_{i}^{(-)}\right]-\left[A, W_{i}^{(+)}\right]\right)$,
(114b) $\frac{d W_{i}^{(+)}}{d t}=\left(\Lambda_{F}-\gamma_{\perp}\right) W_{i}^{(+)}+\bar{g}\left\{A^{+} W_{i}^{(t-)}-\left(\rho-W_{i}^{(+-)}\right) A^{+}\right\}$,
$(114 c) \frac{d W_{i}^{(+-)}}{d t}=\left(\Lambda_{F}-\gamma_{11}\right) W_{i}^{(+-)}+j_{11} \frac{1+\sigma}{2} \rho-\bar{g}\left(A W_{i}^{(+)}-W_{i}^{(-)} A^{+}\right)$.

The physical meaning of the three operator equations (114) is transparent because there is a straightforward connection with the three semiclas sical equations(89), expressed by the relations
$(115)\langle A\rangle=\operatorname{Tr}(A \rho),\left\langle\tilde{r}_{i}^{ \pm}\right\rangle=\operatorname{Tr}_{r} W_{i}^{( \pm)},\left\langle\tilde{r}_{i}^{+} \tilde{r}_{i}^{-}\right\rangle=\operatorname{Tr} W_{i}^{(+-)}$.
to obtain a closed equation for $\rho$, by virtue of (110) we perform the adiabatic approximation( which as we have seen in the previous section, is equivalentto the Markoff approximation) by setting $d W_{i}^{(+1)} d t=d W_{i}^{(t-1)} d t=0$. Furthermore, since $\Lambda_{F}$ is proportional to $k$ we neglect $\Lambda_{F} W^{(+)}$ith respect to $\gamma_{\perp} W^{(+)}$in eq. (114b) and $\Lambda_{F} W^{(+-)}$
with respect to $J_{11} W^{(+-)}$and $\left(\gamma_{11} / 2\right)(1+\sigma) \rho$ in eq.(114c).
Hence the system (114) takes the form

$$
\text { (116a) } \frac{d \rho}{d t}=\Lambda_{F} \rho+\bar{g} N\left(\left[A^{+}, W^{(-)}\right]-\left[A, W^{i+)}\right]\right)
$$

$(116 b) \quad 0=-\gamma_{\perp} W^{(+)}+\bar{g}\left\{A^{+} W^{(+-)}-\left(\rho-W^{(+-)}\right) A^{+}\right\}$,

$$
(116 \mathrm{c}) \quad 0=-\gamma_{11} W^{(+-)}+\gamma_{11} \frac{1+\sigma}{2} \rho-\bar{g}\left(A W^{(+)}+W^{(-)} A^{+}\right)
$$

where we have taken into account that the atoms are identical, so that we have dropped the atomic index $i$ everywhere and replaced $\sum_{i=1}^{N}$ by $N$.
If we substitute for $W^{(t)}$ in eqs. (116a,c) the expression obtained from eq. (116b), we are left with the following system for $\rho$ and $W^{(+-)}$:

$$
\begin{aligned}
(117 a) \frac{d \rho}{d t}=\Lambda_{F} \rho & +\frac{\bar{g}^{2} N}{\gamma_{\perp}}\left\{\left[A^{+}, W^{(+-)} A\right]+\left[A^{+} W^{(+-)}, A\right.\right. \\
& \left.+\left[A,\left(\rho-W^{(+-)}\right) A^{+}\right]+\left[A\left(\rho-W^{(+-)}\right), A^{+}\right]\right\}
\end{aligned}
$$

(117b) $0=-\gamma_{\| 1} W^{(+-)}+\gamma_{\| 1} \frac{1+\sigma}{2} \rho+\frac{\bar{g}^{2}}{\gamma_{\|}}\left\{2 A\left(\rho-W^{(+-)}\right) A^{+}\right.$

$$
\left.-A A^{+} W^{(+-)}-W^{(+-)} A A^{+}\right\}
$$

To eliminate $W^{(+-)}$, it is suitable to translate the operator equations (117) into partial differential equations by using the Glauber diagonal representation. Therefore we associate to the reduced statistical opera tor $\rho$ the Glauber P-distribution(58), and likewise we associate to $W^{(+-)}$a function $\widetilde{W}$ :
(118) $W^{(+-)}=\int d_{2} \alpha|\alpha\rangle\langle\alpha| \quad \tilde{W}\left(\alpha, \alpha^{*}\right)$.

With the change of variables

$$
\begin{equation*}
\alpha=r e^{i \varphi} \tag{119}
\end{equation*}
$$

eqs. (117) are mapped into the following c-number equations:
(120a)

$$
\begin{aligned}
& \frac{\partial P(r, \varphi, t)}{\partial t}=\frac{k}{r}\left\{\frac{\partial}{\partial r} r\left(r-\alpha_{0} \cos \varphi\right)+\frac{\partial}{\partial \varphi} \alpha_{0} \sin \varphi\right\} P(r, \varphi, t) \\
& +\frac{\bar{g}^{2} N}{\partial \partial_{1} r}\left\{\frac{\partial}{\partial r} r^{2} P(r, \varphi, t)-2\left(\frac{\partial}{\partial r} r^{2}-\frac{1}{4} \frac{\partial}{\partial r} r \frac{\partial}{\partial r}-\frac{1}{4 r} r \frac{\partial^{2}}{\partial \varphi^{2}} \tilde{W}\right\},\right.
\end{aligned}
$$

(120b)

$$
\begin{aligned}
& 0=-\gamma_{11} \tilde{W}(r, \varphi, t)+\gamma_{11} \frac{1+\sigma}{2} P(r, \varphi, t) \\
& +\frac{\bar{g}^{2}}{\gamma_{\perp}}\left\{2 r^{2} P(r, \varphi, t)-4 r^{2} \tilde{W}(r, \varphi, t)+r \frac{\partial}{\partial r} \widetilde{W}(r, \varphi, t)\right\}
\end{aligned}
$$

Fromeq. (120b) we obtain
(121) $\widetilde{W}(r, \varphi, t)=\frac{1}{2}\left\{1+\frac{r^{2}}{N_{s}}-\frac{1}{4 N_{s}} r \frac{\partial}{\partial r}\right\}^{-1}\left(1+\sigma+\frac{r^{2}}{N_{s}}\right) P(r, \varphi, t)$
where
(122) $\quad N_{S}=\frac{\gamma_{1} \gamma_{11}}{4 \bar{g}^{2}}$
is the saturation photon number ( $\mathrm{N}_{\mathrm{s}} \gg 1$ ).
Finally by substituting (121) into (120a) we obtain the required aqua_ dion for the P-function of the laser mode:
(123)

$$
\begin{aligned}
& \frac{\partial P(r, \varphi, t)}{\partial t}=\frac{k}{r}\left\{\frac{\partial}{\partial r} r\left(r-\alpha_{0} \cos \varphi+\frac{\bar{g}^{2} N}{k \gamma_{1}} r\right)+\frac{\partial}{\partial \varphi} \alpha_{0} \sin \varphi\right. \\
& -\frac{\bar{g}^{2} N}{k \gamma_{1}} \cdot\left(\frac{\partial}{\partial r} r^{2}-\frac{1}{4} \frac{\partial}{\partial r} r \frac{\partial}{\partial r}-\frac{1}{4 r} \frac{\partial^{2}}{\partial \varphi^{2}}\right)\left[1+\frac{r^{2}}{N_{s}}-\frac{1}{4 N_{s}} r \frac{\partial}{J_{r}}\right]^{-1}
\end{aligned}
$$

$$
\left.\cdot\left(1+\sigma+\frac{r^{2}}{N_{s}}\right)\right\} P(r, \varphi, t)
$$

Note that eq.(123) gives a strong coupling treatment of the laser. In fact, since $N_{s}$ is inversely proportional to $\vec{g}^{2}$, it contains the coupling constant at all orders, contrary to what occurs in the master equation(27), which describes the system-reservoir interactionat second order in the coupling constant. A weak coupling treatment is unable to describe the laser above threshold and $O B$.
Equation (123) is very complicated owing to the inverse operator. In fact, if we expand this operator into a geometric series as it follows:
(124)

$$
\begin{aligned}
& {\left[1+\frac{r^{2}}{N_{s}}-\frac{1}{4 N_{s}} r \frac{\partial}{\partial r}\right]^{-1}=\sum_{n=0}^{\infty}\left(\frac{1}{4 N_{s}} \frac{r}{1+\frac{r^{2}}{N_{s}}} \frac{\partial}{\partial r}\right)^{n}} \\
& \frac{1}{1+r^{2} / N_{s}}
\end{aligned}
$$

we realize that eq.(123) contains derivatives of all orders in the variable $r$. The exact stationary solution of eq.(124) can be however exactly calculated, as it is shown in $[21 b]$. However this equation can be simplified. In fact, since $N_{s}$ is a very large number, we can neglect all the terms of the expansion (124) except the first two. Introducing the scaled variable

$$
\begin{equation*}
x=r / \sqrt{N_{s}} \tag{125}
\end{equation*}
$$

eq.(123) is very well approximated by the Fokker-Planck equation
(126) $\frac{\partial P(x, \varphi, t)}{\partial t}=\frac{k}{x}\left\{\frac{\partial}{\partial x} x\left(x-y \cos \varphi-\sigma \frac{\bar{g}^{2} N}{k \gamma_{1}} \frac{x}{1+x^{2}}\right)+\frac{\partial}{\partial \varphi} y \sin \varphi\right.$

$$
\left.+q \frac{\partial}{\partial x} \times \frac{\partial}{\partial x} \frac{1+\sigma+x^{2}}{\left(1+x^{2}\right)^{2}}+\frac{q}{x} \frac{\partial^{2}}{\partial \varphi^{2}} \frac{1+\sigma+x^{2}}{1+x^{2}}\right\} P(r, \varphi, t)
$$

where
(127)

$$
q=\frac{\bar{g}^{2} N}{4 k \gamma_{\perp} N_{s}}
$$

is the diffusion constant $(q \ll 1)$
6.1- Photon statistics of the laser

In the case of the laser, one has $y=0$ (no external field) and by recalling (95) the $\operatorname{FPE}(126)$ takes the form

$$
\begin{aligned}
& \text { (128) } \begin{array}{l}
\quad \frac{\partial P(x, \varphi, t)}{\partial t}=\frac{k}{x} \frac{\partial}{\partial x} \times\left\{\left(1-\frac{\sigma}{\sigma_{T}} \frac{1}{1+x^{2}}\right) x+q \frac{\partial}{\partial x} \frac{1+\sigma+x^{2}}{\left(1+x^{2}\right)^{2}}\right\} P(x, \varphi, t) \\
\quad+k q \frac{1+\sigma+x^{2}}{x^{2}\left(1+x^{2}\right)} \frac{\partial^{2}}{\partial \varphi^{2}} P(x, \varphi, t) .
\end{array} . \quad . \quad l
\end{aligned}
$$

The drift term is immediately linked to the semiclassical stationary equation(94). On the other hand we note that both the amplitude and the phase diffusion coefficients tend to zero for $x \rightarrow \infty$ i.e. for high intensity. This feature has two basic physical consequences for the laser: 1) the extreme smallness of amplitude fluctuations, which implies that the photon statistics in the laser correspond pratically to a Poisson distribution and 2) the very slow diffusion of the phase, which implies that the laser light is nearly monochromatic. These two proper ties give the "coherence" of the laser light $[10]$.
In the threshold region, i.e. for $\sigma \simeq \sigma_{T}$, one has that $x^{2} \ll 1$, so that one neglect $x^{2}$ with respect to unity in the diffusion terms and perform the socalled "cubic" approximation in the drift term

$$
x-\frac{\sigma}{\sigma_{T}} \frac{x}{1+x^{2}} \simeq x-\frac{\sigma}{\sigma_{T}} \times\left(1-x^{2}\right)
$$

recovering the well-known Risken equation $[23]$, which has been the first FPE considered for the laser

$$
\begin{aligned}
& \text { (129) } \left.\begin{array}{l}
\frac{\partial P(x, \varphi, t)}{\partial t}=\frac{k}{x} \frac{\partial}{\partial x} x\left\{\left(1-\frac{\sigma}{\sigma_{T}}+\frac{\sigma}{\sigma_{T}} x^{2}\right) x+q(1+\sigma) \frac{\partial}{\partial x}\right\} \\
. P(x, \varphi, t)
\end{array}\right)=\frac{k q}{x^{2}} \frac{\partial^{2}}{\partial \varphi^{2}} P(x, \varphi, t)
\end{aligned}
$$

To obtain the photon statistics of the laser at steady state, we calcu_ late the stationary solution of the FPE. In this case $J P / J t=J P / \partial \varphi^{-}=0$. The result can be written in the form

$$
\begin{equation*}
P_{s t}(x)=\mathscr{N} \exp \{-V(x) / q\} \tag{130}
\end{equation*}
$$

where $\mathcal{N}$ is a normalization constant and

$$
V(x)=\int d x \frac{\left(1+x^{2}\right)^{2}}{1+\sigma+x^{2}}\left(1-\frac{\sigma}{\sigma_{T}} \frac{1}{1+x^{2}}\right) x-9 \ln \frac{\left(1+x^{2}\right)^{2}}{1+\sigma+x^{2}}
$$

$$
\begin{align*}
& \underline{q \ll 1} \int d x \frac{\left(1+x^{2}\right)^{2}}{1+\sigma+x^{2}}\left(1-\frac{\sigma}{\sigma_{T}} \frac{1}{1+x^{2}}\right) x  \tag{131}\\
& =\frac{x^{4}}{4}+\frac{x^{2}}{2}\left(1-\sigma-\frac{\sigma}{\sigma_{T}}\right)+\frac{\sigma^{2}}{2}\left(1+\frac{1}{\sigma_{T}}\right) \ln \frac{1+\sigma+x^{2}}{1+\sigma}
\end{align*}
$$

The function $V(x)$ plays the role of a generalized free energy for this system far from thermal equilibrium. The maxima of the distribution function coincide with the minima of the free energy. In turn, the mi_ nim of $V(x)$ coincide with the semiclassical stationary solutions as one sees from (131).

Both $P_{s t}$ and $V$ are functions of $x^{2}$ for a given value of the pump parame_ ter $\sigma$. In the case $\sigma<\sigma_{T}$ i.e. laser below threshold, the free energy has one minimum at the origin, and correspondingly the p-function has the exponential behaviour which is typical of blackbody distribution (state 1 in fig.4). Above threshold, i.e. $\sigma>\sigma_{T}$, the free energy has one minimum in correspondence to the semiclassical value of the intensity. Accordingly the P-function has a Gaussian-like shape (state 2 in fig. 4). Well above threshold, the peak is so narrow that it pratically coincides with a $\delta$-function. Hence such a p-function corresponds to a coherent state, i.e. to a Poisson photon distribution [10] . On the contrary, the p-function below threshold corresponds to a Bose-Einstein photon distribution.
6.2- Photon statistics of transmitted light in optical bistability

In this case $\sigma=-1$, and using definition (104) the FPE (126) becomes
(132)

$$
\begin{aligned}
& \frac{\partial P(x, \varphi, t)}{\partial t}=\frac{k}{x} \frac{\partial}{\partial x} x\left\{x-y \cos \varphi+\frac{2 C x}{1+x^{2}}+q \frac{\partial}{\partial x} \frac{x^{2}}{\left(1+x^{2}\right)^{2}}\right\} \\
& P(x, \varphi, t)+\frac{k}{x} \frac{\partial}{\partial \varphi}\left\{y \sin \varphi+q \frac{\partial}{\partial \varphi} \frac{x}{1+x^{2}}\right\} P(x, \varphi, t)
\end{aligned}
$$

The amplitude drift term is clearly linked to the state equation for $O B$ (105). Contrary to what occurs in the case of the laser, in the case of $O B$ the stationary p-function depends on the phase. in fact, the in_ cident field has a well defined phase that we have chosen equal to zero for definiteness. The phase of the transmitted field is equal to the phase of the incident field, with small fluctuations around this value. We cannot find the stationary solution of the FPE (132) exactly. However, the amplitude distribution can be calculated with excellent approximation as it follows. One can show that the phase fluctuations have a negligible influence on the amplitude distribution. Thus we
drop the phase diffusion term. This amounts to assume that the phase of the transmitted field is strictly locked to the phase of the incident field, which is zero. Accordingly we put $\varphi=0$ in the remaining terms of eq.(132), obtaining the following FPE at steady state for the amplitude distribution
(133) $0=\frac{k}{x} \frac{d}{d x} x\left\{x-y+\frac{2 C x}{1+x^{2}}+q \frac{x^{2}}{\left(1+x^{2}\right)^{2}}\right\} P_{s t}(x)$.

The solution is
(134)

$$
P_{s t}(x)=\mathcal{N} \exp \left\{-V_{y}(x) / q\right\},
$$

where

$$
V_{y}(x)=\int d x\left(\frac{1+x^{2}}{x}\right)^{2}\left(x-y+\frac{2 C x}{1+x^{2}}\right)-2 q \ln \frac{1+x^{2}}{x}
$$

(135)

$$
\begin{aligned}
& q \ll 1 d x\left(\frac{1+x^{2}}{x}\right)^{2}\left(x-y+\frac{2 C x}{1+x^{2}}\right) \\
& =\frac{x^{4}}{4}+x^{2}(C+1)+(2 C+1) \ln x-2 x y-\frac{1}{3} y x^{3}+\frac{y}{x}
\end{aligned}
$$

Again the maxima of the stationary distribution $P_{s t}$ coincide with the minima of $V_{y}$ and in turn the maxima and the minima of $V_{y}$ coincide with the stationary semiclassical solutions. Fig. 5 shows the shapes of the free energy and of the distribution function for different values of the incident field $y$. For the values of $y$ for which one has only one semiclassical solution, the potential has a single minimum and correspon_ dingly the probability distribution has a single peak. On the other hand for values of $y$ for which one has three stationary solutions, the potmen_ tidal has two minima corresponding to the stable solutions and one max_ imam corresponding to the unstable solution. Accordingly the distribution has two peaks. Crossing the lower bistability threshold: , the distribu_ dion develops a second peak until at the upper bistability threshold, the
first peak disappears and we get again a one-peaked distribution. In Fig. 6 the semiclassical stationary solution is compared with the mean value of the field. The mean value coincides with the semiclassical solution everywhere except where it jumps from the low to the high transmission branch of the semiclassical solution( transition region). This behaviour clearly resembles the first-order phase transitions in equilibrium systems. Figure 6 gives us essentially a generalized Maxwell rule. However this rule does not coincide with that of equilibrium thermodyna_ mics, which prescribes to cut the semiclassical curve in such a way that one obtains two regions of equal area. This difference arises from the fact that the amplitude diffusion term of the FPE depends on the field amplitude - If this diffusion term were a constant, we would obtain just the usual Maxwell rule $[22]$. To end the discussion of the photon statistics of the transmitted light, let us consider the fluctuations of the transmitted field. Fig. 7 shows that these fluctuations are very small everywhere except in the narrow transition region, where they are quite large. This fea_ ture arises from the fact that in the transition region the probabi lity distribution has two peaks of comparable area, and the competition between the two peaks creates the anomalous fluctuations.
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Fig. 1) Flot of the function $y(x)$ as given by the state equation (105) for different values of the parameter $C$. The curve for $C=4$ is the critical"isotherm".


Fig.2) Explaining how the system works as an optical transistor: an input signal comes out amplified if $d E_{T} \mathrm{dE}_{\mathrm{I}} \ll 1$.


Fig.3) Hysteresis cycle of transmitted vs. incident light .


Fig.4) The generalized free energy $V$ and the stationary distribution function $P_{s t}$ vs. normalized laser photon number $\mathrm{x}^{2}$ (eqs. (130), (131)) are shown in correspondence of the points 1,2 in the ( $x^{2}, \sigma$ ) plane, $\sigma$ being the pump parameter. Note the blackbody distribution when the laser is below threshold and the Gaussian. like one above threshold.








Fig.5) The generalized free energy and the stationary distribution $P_{\text {st }}$ vs.transmitted field $x$ are shown for different values of the st incident field $y$ in optical bistability (eqs. (134) , (135) ). In the case $y=y_{1}$ one has only the lower-branch semiclassical solution; for $y=y_{2}$ one has three stationary solutions (bistable region) ; for $\mathrm{y}=\mathrm{y}_{3}^{2}$ one has only the upper-branch solution.


Fig.6) Comparison of the mean value $\langle x\rangle$ of the transmitted field with the semiclassical stationary solution.


Fig.7) Relative fluctuations of the transmitted field amplitude vs. the incident field.
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#### Abstract

With the discovery of the laser principle, a whole new field of physics has been opened to experimental as well as theoretical research, while well established disciplines in physics gained a totally new dimension. The laser had a tremendous impact on many fields, as e.g. what may vaguely be characterized as spectroscopy, because the laser supplies the long wanted versatile source of intense and tunable coherent radiation. With its unique properties the laser has become a generally used tool in experimental as well as applied research.


But already from the beginning, the laser itself - the principle of creating highly coherent light fields through an ensemble of atoms which is driven far away from thermal equilibrium by a continuous flux of energy through the system - has attracted the interest of theorists. It has been - and still is - an intriguing question to understand in detail how order is generated from disorder in manybody systems far from thermal equilibrium. The transition of the laser from a thermal light source through a critical regime to the quasi classical coherent state bears a strong analogy to equilibrium phase transitions of the second order, with the breaking of a continuous symmetry and the phenomenon of critical slowing down.

Among the processes which have been made possible by the development of the laser, are the various nonlinear optical phenomena which can be observed inspite of the weak nonlinear response of matter, due to the enormous field intensities available. Most of these devices operate only above a certain critical threshold by emitting partially coherent light. Below threshold the emitted field has the properties of thermal light. This transition is as well analogous to second order phase transitions as it spontaneously breaks the rotational phase invariance.

In the last years simple optical devices have been found which can operate in different states depending on the history of preparation.

The existence of metastable states and the observation of hysteresis cycles makes these systems attractive for applications, but they are also attractive from a theoretical point of view because of their resemblance to first order phase transitions.

In the threshold regime where these processes become "soft" and susceptible to external perturbations, microscopic fluctuations which also probe the system are enhanced up to a macroscopic scale and become experimentally observable. For a general description which should allow to follow the details of these "phase changes" through the threshold regime, a statistical nonequilibrium theory has to be developed.

In this article we want to give an introduction into the basic aspects of nonlinear optical phenomena from first principles. We start with a brief discussion of the interaction of light and matter in order to formulate the language used throughout the paper. The principle of the nonlinear field-field interaction which comes about through the nonlinear response of gaseous or solid materials is discussed on a microscopic level. Here we have the aim to give only a qualitative introduction of how these processes can be understood, but leave aside all quantitative aspects.

Before discussing the different nonlinear devices with respect to their statistical properties, in the last chapter we have inserted a paragraph where we summarize some basic tools from the theory of stochastic processes.
B. INTERACTION OF FIELD AND MATTER

## a) Hamiltonian

In classical electrodynamics the evolution of electromagnetic fields is described by the set of coupled Maxwell equations for the electric and magnetic field strength. As long as the charge- and current densities, which are the sources of the field, can be considered as externally prescribed functions of space and time, the entire theory of electromagnetic fields is linear and the principle of super position holds. In terms of the scalar potential $\varphi(x, t)$ and the vector potential $A(x, t)$, the fundamental field equations can be condensed into the variational principle

$$
\begin{equation*}
\delta \int L(A, \varphi) d t=0 \tag{I}
\end{equation*}
$$

where the Lagrangian $L$ assumes the form

$$
\begin{align*}
L= & \frac{1}{8 \pi} \int \frac{1}{c^{2}} \frac{\partial A_{i}}{\partial t} \frac{\partial A_{i}}{\partial t}-\frac{\partial A_{i}}{\partial x_{i}} \frac{\partial A_{i}}{\partial x_{i}} d V \\
& +\frac{1}{c} \int j_{i}^{T}(x, t) A_{i} d V+\frac{1}{8 \pi} \int \frac{\partial \varphi}{\partial x_{i}} \frac{\partial \varphi}{\partial x_{i}} d V-\int \rho(x, t) \varphi d V \tag{2}
\end{align*}
$$

With the special choice of the Coulomb gauge we are left with the vector potential A as the only dynamical field variable, while the scalar potential $\varphi$ follows without retardation the changes of the charge distribution in a quasi static way.

Introducing the canonical momentum associated with the field $A$ through the relation

$$
\begin{equation*}
\Pi_{i}=\frac{\delta L}{\delta \dot{A}_{i}}=\frac{1}{4 \pi c^{2}} \frac{\partial A_{i}}{\partial t} \tag{3}
\end{equation*}
$$

we find for the free field Hamiltonian $H$ the following expression:

$$
\begin{align*}
H= & 2 \pi c^{2} \int \Pi_{i} \Pi_{i} d V+\frac{1}{8 \Pi} \int \varepsilon_{i j k} \varepsilon_{i l m} \frac{\partial A_{k}}{\partial x_{j}} \frac{\partial A_{m}}{\partial x_{l}} d V+\int \varphi \rho d V \\
& -\frac{1}{8 \Pi} \int \frac{\partial \varphi}{\partial x_{i}} \frac{\partial \varphi}{\partial x_{i}} d V-\frac{1}{c} \int j_{i}^{T} A_{i} d V \tag{4}
\end{align*}
$$

The corresponding Hamilton equations of motion

$$
\begin{equation*}
\frac{\partial \Pi_{i}}{\partial t}=-\frac{\delta H}{\delta A_{i}} \quad \text { and } \quad \frac{\partial A_{i}}{\partial t}=\frac{\delta H}{\delta \Pi_{i}} \tag{5}
\end{equation*}
$$

reproduce the wave equation for the vector potential A. This equation is linear and contains the sources through the inhomogeneity $j_{\sim}^{T}(x, t)$. If, however, the response of the medium is taken into account, the transverse current density ${\underset{\sim}{j}}_{T}$ does not only describe the given distribution of the external sources, but describes as well the distortion of the effective charge densities in matter as a reaction on the polarizing external fields. These polarization currents in the electronic wave functions themselves follow dynamical equations of motion in which the electromagnetic field is the source of external perturbation.

The dynamic time evolution of the electronic degrees of freedom is governed by a Hamiltonian $H$. In second quantization, this Hamiltonian assumes the following general form:

$$
\begin{align*}
H= & \int d V \psi^{+}(\underset{\sim}{x})\left(\frac{P^{2}}{2 m}+V(\underset{\sim}{x})\right) \psi(\underset{\sim}{x}) \\
& +\frac{1}{2} \int \operatorname{dVdV}^{\prime} \psi^{+}(\underset{\sim}{x}) \psi^{+}\left({\underset{\sim}{x}}^{\prime}\right) \frac{e^{2}}{\left|x-x^{\prime}\right|} \psi\left(x^{\prime}\right) \psi(x) \tag{6}
\end{align*}
$$

where $V(x)$ is the potential of the external forces like e.g. the electron nucleus potential and $\psi^{+}, \psi$ are the fermion field operators. This is the many particle formulation of the isolated atomic system.

In the presence of the electromagnetic field $A$ we have to identify the momentum $P$ with the canonical momentum

$$
\begin{equation*}
P_{j}=\frac{h}{i} \frac{\partial}{\partial x_{j}}-\frac{e}{c} A_{j} \tag{7}
\end{equation*}
$$

and obtain for the general problem of the field-matter interaction the following Hamiltonian:

$$
\begin{align*}
H= & \left.\int d v \psi^{+}(\underset{\sim}{x}) \frac{1}{2 m} \underset{i}{\frac{1}{i}} \frac{\partial}{\partial x_{j}}-\frac{e}{c} A_{j}\right)\left(\frac{\hbar}{i} \frac{\partial}{\partial x_{j}}-\frac{e}{c} A_{j}\right) \psi^{+}(\underset{\sim}{x}) \\
& +\int d v \psi^{+}(\underset{\sim}{x}) V(\underset{\sim}{x}) \psi(x)+\int d v d v^{\prime} \psi^{+}(x) \psi^{+}\left(x^{\prime}\right) \frac{e^{2}}{\left|x-x^{\prime}\right|} \psi\left(x^{\prime}\right) \psi(x) \\
& +2 \pi c^{2} \int \pi_{i} \pi_{i} d v+\frac{1}{8 \pi} \int d V \varepsilon_{i j k} \varepsilon_{i l m} \frac{\partial A_{k}}{\partial x_{j}} \frac{\partial A_{m}}{\partial x_{l}} \tag{8}
\end{align*}
$$

For more details see e.g. (1), (2), (3), (4). This is the most general microscopic formulation for this problem which we will use in the subsequent paragraphs as a common starting point for the description of various nonlinear optical phenomena. In order to formulate a specific problem we will have to specialize the Hamiltonian (8). The physical information about the special problem in mind can be introduced into the theory by choosing a convenient set of basis functions for the representations of the fields $A(x)$ and $\psi(x), \psi_{\sim}^{+}(x)$

$$
\begin{equation*}
\psi^{+}(\underset{\sim}{x})=\sum_{k} \varphi_{k}^{*}(x) a_{k}^{+} \tag{9}
\end{equation*}
$$

where the operators $a_{k}^{+}, a_{k}$ obey the common Fermi commutation relations, e.g.

$$
a_{k} a_{k^{\prime}}^{+}+a_{k^{\prime}}^{+} a_{k}=\delta_{k, k^{\prime}}
$$

while the electromagnetic field can be expressed in normal modes:

For the expansion of the electromagnetic field - if not a very specific geometry is taken into account - a plain wave expansion is the most appropriate choice for the complex vector function $\mathcal{D}_{\mathrm{q}}$ :

$$
\begin{equation*}
\underset{\sim}{A}(\underset{\sim}{x})=\sum_{q, j} \sqrt{\frac{2 \pi h c^{2}}{V \omega_{q}}}\left(\varepsilon_{q, j} e^{i q_{\sigma} x} b_{q, j}+e_{\mathcal{R}_{q}, j} e^{-i \not q_{0} x} b_{q, j}^{+}\right) \tag{11}
\end{equation*}
$$

where ${\underset{q}{q, ~}}$ is the normalized basis of polarization vectors subject to the transversality condition $\mathcal{R}_{\notin, j} \cdot \mathcal{O}_{\mathrm{g}}=0$. So far, the electromagnetic field has been considered as a classical variable. For the quantization of the field, this seems to be the most convenient point in the general formulation to do so, because we have no longer to deal explicitely with the fields themselves but only with a discrete set of mode amplitudes $b_{q, j}, b_{q, j}^{+}$. The quantized description is achieved by imposing the condition of local noncommutability of the field and the canonical momentum eq. 3. Expressed in the mode amplitudes $b_{q j}, b_{q j}^{+}$we obtain the well known Bose commutation relations:

$$
\begin{equation*}
\left[b_{q j^{\prime}}, b_{q^{\prime} j^{\prime}}^{+}\right]=\delta q q^{\prime} \delta j j^{\prime}, \quad\left[b_{q j^{\prime}} \quad b_{q^{\prime} j^{\prime}}\right]=0 \tag{12}
\end{equation*}
$$

and the free field Hamiltonian assumes the following simple form:

$$
\begin{equation*}
\sum_{\neq j} j \hbar \omega_{q} b_{g j}^{+} b_{q} j \quad \text { with } \quad \omega_{q}=c|q| \tag{13}
\end{equation*}
$$

For the expansion of the matter fields $\psi^{+}(\underset{\sim}{x}), \psi(x)$ we may use different representations depending on the physical nature of the problem in question. To give just an idea of what we mean by an appropriate choice, we want to indicate a few physical examples.

## i. Free Atoms

$\varphi \equiv \varphi_{\{n\}}(\underset{\sim}{x})$ is a single electron orbital in an effective core potential characterized by the quantum numbers $\{n\}$, which diagonalizes (approximately) the electronic Hamiltonian

$$
\begin{equation*}
H=\sum_{\{n\}, 1} E_{\{n\}}^{1} a_{\{n\}}^{+1} a_{\{n\}}^{1} \tag{14}
\end{equation*}
$$

The index 1 characterizes the individual atoms.
ii. Free Molecules
$\varphi \equiv \varphi_{\{n\}, \nu}(x, Q)$ may be identified with the molecular orbitals in Born-Oppenheimer approximation, describing the electronic and vibrational degrees of freedom.

## iii. Crystalline Solids

For the delocalized states in solids an appropriate choice for the expansion is $\varphi \equiv \varphi_{k, \mu}(\underset{\sim}{x})=\exp i \underset{\sim}{i k} u_{k, \mu}(\underset{\sim}{x})$ the Bloch States in single electron approximation in the effective periodic potential of the core electrons

$$
\begin{equation*}
H=\sum_{k, \mu} \quad E_{k}^{\mu} \quad a_{k, \mu}^{+} \quad a_{k, \mu} \tag{15}
\end{equation*}
$$

For narrow band insulators like e.g. molecular crystals, a convenient choice for the basis set are the localized Wannier functions
$\varphi \equiv \varphi_{\lambda}, \mu(x)$ where $\frac{1}{\sim}$ is a localization index.

$$
\begin{equation*}
H=\sum_{\lambda, \mu} \quad E_{\mu}^{\frac{1}{2}} a_{\lambda, \mu}^{+} \quad a_{\frac{1}{2}, \mu}+\sum_{\lambda, A^{\prime}, \mu} \quad D_{\mu}\left(\frac{1}{2}-l^{\prime}\right) \quad a_{\lambda^{\prime} \mu}^{+} a_{l^{\prime} \mu} \tag{16}
\end{equation*}
$$

iv. Solids with Lattice Vibrations

If we expand the electron field operators in Bloch states and quantize the harmonic motion of the lattice we obtain the following electron-phonon Hamiltonian (Fröhlich-Hamiltonian):

$$
\begin{align*}
& \left.+\sum_{k, q, \mu} \quad \hbar G_{q} a_{k+q, \mu}^{+}{\underset{\sim}{k}, \mu}^{\left(c_{q}\right.}+\underset{\sim}{c_{q}^{+}}\right) \tag{17}
\end{align*}
$$

where the Bose operators describe the quantized motion of the lattice

This list of possible basis functions $\varphi_{n}$ is certainly not complete, but here we only wanted to give a brief indication of the idea and have to leave the details to the special literature ${ }^{(3),(4),(5),(6)}$.

So far we have derived the Hamiltonian of the uncoupled free motion of the electromagnetic field and the atoms and have entirely disregarded the coupling term

$$
\begin{equation*}
H_{\text {int }}=\int \psi^{+}(\underset{\sim}{x}) \underset{m c}{\left(\frac{-e}{m}\right)} A_{j}(\underset{\sim}{x}) \frac{\hbar}{i} \frac{\partial}{\partial x_{j}} \psi(\underset{x}{x}) d v \tag{18}
\end{equation*}
$$

Introducing the field expansions in one of the representations, we obtain the following interaction Hamiltonian:

In case (i), for free atoms eq. (16)

$$
\begin{equation*}
H_{\text {int }}=\sum_{n n^{\prime}, q, j l} \quad \hbar g_{q j l}^{n n^{\prime}} \quad a_{n}^{+1} \quad a_{n \prime}^{l} \quad b_{q, j}+h c \tag{19}
\end{equation*}
$$

with

$$
\begin{equation*}
g_{q j l}^{n n^{\prime}}=i \sqrt{\frac{2 \pi \hbar}{V \omega q}} \frac{e}{m} \int \varphi_{n}^{*}\left(x_{\sim}-x_{l}\right)\left(e_{q j}\right) e^{-i q_{n}^{x}} \frac{\partial}{\partial x_{S}} \varphi_{n}\left(x_{n}-x_{l}\right) d V \tag{20}
\end{equation*}
$$

where $n, n^{\prime}$ stands for all the quantum numbers characterizing the atomic orbitals and $x_{l}$ localizes the atom number 1.

In case (vi) for Bloch electrons eq. (15)
with

$$
\begin{equation*}
g_{k, g_{g}}^{\mu \mu^{\prime}}=i \sqrt{\frac{2 \pi \hbar}{V \omega q}} \frac{e}{m} \int_{k+q}^{u_{k}}(\underset{\sim}{\mu}) e^{i \underset{\sim}{k x}}\left(e_{q j}\right) \frac{\partial}{\partial x_{1}} u_{k}^{\mu '}(\underset{\sim}{x}) e^{-i k x_{d V}} \tag{22}
\end{equation*}
$$

The free atom case (i) which is the most elementary example will be used in the next chapter to introduce some basic concepts and to derive elementary examples in order to explain some fundamental properties of the field-matter interaction. It is also a realistic formulation for gaseous samples at low pressure, where collective electronic interactions can safely be neglected and only collisions have to be taken into account. An example is the entire field of atomic spectroscopy using gaseous samples and its Fourier transformed analogue, the "Optical Coherent Transients"(7).

The molecular basis (ii) allows to describe transitions in electronic states of molecular systems that are accompanied by changes in the vibrational motion of the molecules, as it is the case e.g. in processes like Raman scattering in molecular samples.

For the formulation of nonlinear processes in dense solid media the Bloch picture serves as a starting point. Parametric threewave mixing and the processes of frequency up- and down conversion in crystals lacking inversion symmetry will be described in this picture. When optical and acoustical phonons are taken into account explicitly, a formulation of spontaneous and stimulated Raman- and Brioullin scattering will emerge from the Bloch picture with a Fröhlich type electron-phonon interaction.

## b) Maxwell-Bloch Equations for Multilevel Atoms

Most of the basic properties of the interaction of electromagnetic field and matter can be understood by studying a single multilevel atom interacting with a small number of coherent travelling modes of the electromagnetic field. The dynamic time evolution of this problem is governed by the Hamiltonian eq. 14, 19

$$
\begin{align*}
& H=\sum_{q} \hbar \omega q b_{q}^{+} b_{q}+\sum_{n, l} E_{n}^{l} a_{n}^{l+} a_{n}^{l} \\
& +\sum_{n, n^{\prime}, q, l} \hbar_{q_{q l}}^{n n^{\prime}} a_{n}^{+l} a_{n^{\prime}}^{l} b_{q}+h c \tag{23}
\end{align*}
$$

where we dropped the polarization index $j$ in order not to overload the notation. The product operators $a_{n}^{+l} a_{n}^{l}=P_{n n}^{l}$, in the single electron Hilbert space have the properties of projection operators and are transformed into one another under the dynamic evolution of the Hamiltonian eq. 23. For $n \neq n^{\prime}, P_{n n}$, describes an electronic transition form level $n$ ' to level $n$, while the expectation value of $P_{n n}$ is a measure of the occupation probability of level n. The Heisen-
berg equations of motion for the projectors $P_{n n}$, assume the following form:

$$
\begin{align*}
\dot{P}_{n n^{\prime}}^{l}= & \frac{i}{h}\left[H, P_{n n^{\prime}}^{l}\right] \\
= & \frac{i}{h}\left[E_{n}^{l}-E_{n^{\prime}}^{l}\right] P_{n n^{\prime}}^{l} \\
& +\underset{m, q}{\sum}\left(g_{q}^{m n} P_{m, n^{\prime}}^{l}-g_{q}^{n^{\prime} m} P_{n, m}^{l}\right)\left(b_{q}^{+}+b_{q}\right) \tag{24}
\end{align*}
$$

where $n$ and $n^{\prime}$ run over the values $1,2 \ldots N$; $N$ is the number of atomic levels considered. A closed system of evolution equation will therefore consist at the most of $(N \cdot N-1)$ equations for the atomic degrees of freedom.

For the electromagnetic field, we obtain the equation

$$
\begin{equation*}
\dot{b}_{q}^{+}=i \omega q b_{q}^{+}+i \sum_{n, n^{\prime}, 1} q_{q, 1}^{n n^{\prime}} P_{n n^{\prime}}^{1} \tag{25}
\end{equation*}
$$

We notice that due to the projection operator properties of $P_{n n}^{l}$, the equations (24) became nonlinear equations of motion, while eq. (25) - which is nothing else than the Maxwell equation in quantized form - is still linear as it must.

We can now draw some elementary conclusions about the field-matter interaction by investigating some special cases.

## i. Coherent States

Let us replace for a moment the operator $P_{n n}^{1}$ in eq. (25) by its expectation value $P_{n n}^{l}$, and assume that not all nondiagonal elements of this matrix vanish. We further assume that we can neglect in eq. (24) the coupling to the field which allows us to solve this equation immediately

$$
\left\langle P_{n, n^{\prime}}^{1}\right\rangle_{t}=\left\langle P_{n, n^{\prime}}^{1}\right\rangle_{t=0} \exp \frac{i}{h}\left(E_{n}-E_{n}\right) t
$$

With this assumption, we simulate a classical source for the electromagnetic field and suppress the quantum fluctuations of the atomic ensemble entirely. Under this assumption, eq. (25) is integrated immediately into

$$
\begin{align*}
& b_{q}^{+}(t)= b_{q}^{+}(0) e^{i \omega t}+i \sum n_{n, n^{\prime}, 1} g_{q, 1}^{n n^{\prime}}\left\langle P_{n n^{\prime}}^{l}\right\rangle_{o} \\
& \int_{0}^{t} e^{i \omega\left(t-t^{\prime}\right)} e^{i / \hbar}\left(E_{n^{\prime}}-E_{n^{\prime}}\right) t^{\prime}  \tag{26}\\
& d t^{\prime}
\end{align*}
$$

and we obtain the formal result

$$
\begin{equation*}
b_{q}^{+}(t)=b_{q}^{+}(0) e^{i \omega q t}+E_{q}^{*}(t) \tag{27}
\end{equation*}
$$

where $E_{q}^{*}(t)$ is a classical function of time which breaks the phase invariance in course of time

$$
\begin{equation*}
<b_{q}^{+}(t)>=E_{q}^{*}(t) \tag{28}
\end{equation*}
$$

if the initial state was invariant under phase transformations like e.g. the vacuum state. The corresponding wave function $\psi(t)$ which is created in this process from the vacuum state, is a quantum-mechanical coherent state $\mid E^{*}(t)>$. If the external source is coupled strongly to the field close to resonance, the field $b_{q}, b_{q}^{+}$behaves in many aspects like a classical electromagnetic field with the energy

$$
\begin{equation*}
\hbar \omega_{\mathrm{q}}<\mathrm{b}_{\mathrm{q}}^{+} \mathrm{b}_{\mathrm{q}}>=\hbar \omega\left|\mathrm{E}_{\mathrm{q}}(\mathrm{t})\right|^{2} \tag{29}
\end{equation*}
$$

The expectation value in reverse order

$$
\begin{equation*}
\hbar \omega_{q}<b_{q} b_{q}^{+}>=\hbar \omega \quad\left(\left|E_{q}(t)\right|^{2}+1\right) \tag{30}
\end{equation*}
$$

is almost identical with (29) if $\left|E_{q}\right|^{2 \gg 1}$.
ii. Semiclassical Maxwell-Bloch Equations

In case of strong coherent electromagnetic fields as indicated in the previous paragraph, we may replace the field amplitudes $b_{q}$ and $b_{q}^{+}$by their expectations values and consider them as classical fields

In this way we suppress the quantum fluctuations of the fields:

$$
\begin{equation*}
\dot{P}_{n^{\prime} n^{\prime}}^{l}=\frac{i}{h}\left(E_{n}^{l}-E_{n^{\prime}}^{l}\right) P_{n, n^{\prime}}^{l}+i \sum_{m, q}\left(q_{q}^{m n} P_{m, n^{\prime}}^{l}-g_{q}^{n^{\prime} m} P_{n, m}^{l}\right)\left(E_{q}+E_{q}^{*}\right) \tag{31}
\end{equation*}
$$

$$
\begin{equation*}
\dot{E}_{\mathrm{q}}^{*}=i \omega_{\mathrm{q}} \quad \mathrm{E}_{\mathrm{q}}^{*}+i \sum_{\mathrm{n}, \mathrm{n}^{\prime}, \mathrm{l}} \mathrm{~g}_{\mathrm{q}, \mathrm{l}}^{\mathrm{n}, \mathrm{n}^{\prime}} \mathrm{P}_{\mathrm{n}, \mathrm{n}^{\prime}}^{1} \tag{32}
\end{equation*}
$$

We are now in a position where we can take the expectation values of the transition operators $P_{n, n}$, with respect to an arbitrary initial state characterized by the density operator $\rho$ :

$$
\mathrm{P}_{\mathrm{n}, \mathrm{n}^{\prime}}^{1} \rightarrow\left\langle\mathrm{P}_{\mathrm{n}, \mathrm{n}^{\prime}}^{1}\right\rangle=\operatorname{tr} \rho \quad \mathrm{P}_{\mathrm{n}, \mathrm{n}^{\prime}}^{1}
$$

and obtain a coupled set of c-number equations. In order not to overload the notation, we will drop the angular brackets <> for further discussion, keeping in mind that $P_{n, n}^{l}$ is no longer an operator.

The sum over the field modes $q$ extends only over the small number of coherent fields which come into play, while the bulk of the q-sum has been averaged to zero. This procedure is not quantum mechanically consistent, as we will see later, and a more careful elimination of this background of incoherent field modes is necessary in order not to violate quantum mechanical commutation relations.

A correct elimination of these modes which are not macroscopically occupied introduces dissipative terms in the matter equation eq. (31) accounting for spontaneous emission. These terms can be lumped together with other sources of dissipation, like collision induced transition and random phase shifts into effective damping constants.

Dissipative terms have also to be included in the field equations (32) when the imperfect reflectitivity, i.e. the finite quality of the optical cavity which has been used as a quantization volume, is taken into account. We then obtain the system of generalized Maxwell Bloch equations for a multilevel ensemble:

$$
\dot{P}_{n, n^{\prime}}^{1}=\left(i \Omega_{n, n^{\prime}}^{1}-\frac{1}{T_{n, n^{\prime}}}\right) P_{n, n^{\prime}}^{1}+i \sum \underset{m q}{ }\left(g_{q, 1}^{m n} P_{m, n^{\prime}}^{1}-g_{q, 1}^{n^{\prime} m} P_{n, m^{\prime}}^{1}\right)\left(E_{q}+E_{q}^{*}\right)
$$

and

$$
\begin{equation*}
\left.\dot{P}_{n n}^{1}=-\Gamma_{n} P_{n n}^{1}+\sum_{n^{\prime} \neq n} \Gamma_{n n^{\prime}} P_{n^{\prime} n^{\prime}}^{1}+i \underset{m, q}{\left(\sum_{q, 1}\right.} \mathrm{P}_{m n}^{1}-h c\right) \tag{33}
\end{equation*}
$$

with $\Gamma_{n}=\sum_{n^{\prime}} \Gamma_{n^{\prime}}, n$ the classical condition of detailed balance and $T_{n n^{\prime}}=T_{n^{\prime} n^{\prime}}$. The field equations read

$$
\begin{equation*}
\dot{E}_{\mathrm{q}}^{*}=\left(\mathrm{i} \omega_{\mathrm{q}}-{x_{\mathrm{q}}}\right) \mathrm{E}_{\mathrm{q}}^{*}+\mathrm{i} \sum_{\mathrm{n}, \mathrm{n}^{\prime}, 1} \mathrm{~g}_{\mathrm{q}, 1}^{\mathrm{nn}}{ }^{\prime} P_{\mathrm{n}, \mathrm{n}^{\prime}} \tag{34}
\end{equation*}
$$

The most widely discussed special case is the two-level system in dipol approximation

$$
g_{q, 1}^{n n^{\prime}}=\left(g_{q, 1}^{n^{\prime} n}\right)^{*}, \quad g_{q, 1}^{n n^{\prime}}=g e^{i q g_{0} x_{1}}
$$

interacting with a single mode of the field $\mathrm{E}_{\mathrm{q}}=\mathrm{E}$

$$
\begin{align*}
& \dot{\mathrm{P}}_{12}^{1}=\left(-i \Omega^{1}-\frac{1}{\mathrm{~T}_{2}}\right) \mathrm{P}_{12}^{\mathrm{l}}+2 \mathrm{ige}^{-\mathrm{i}{\underset{g ु}{\mathrm{~g}}}_{1}} \mathrm{~W}^{1} \mathrm{E}  \tag{35}\\
& \dot{W}^{l}=-\frac{1}{T_{1}}\left(W^{1}-W_{o}\right)+i g\left(e^{i \not g_{\partial} x_{1}} P_{12}^{1} E^{*}-e^{-i g_{g} x_{1}} P_{21}^{1} E\right)  \tag{36}\\
& \dot{E}^{*}=(i \omega-\mu) E+i \sum_{1} g P_{21}^{l} e^{-i q_{g} X_{1}} \tag{37}
\end{align*}
$$

where $\mathrm{W}^{1}=\mathrm{P}_{22}^{1}-\mathrm{P}_{11}^{1}$. We have introduced the aboreviations $\mathrm{T}_{2}=\mathrm{T}_{12}$, $\frac{1}{T}=\Gamma_{1}+\Gamma_{12}, W_{0}=\left(\Gamma_{1}-\Gamma_{12}\right) / \Gamma_{1}+\Gamma_{12}$. The rapidly oscillating terms have been neglected (rotating wave approximation) because they only lead to minute level shifts.

These equations are the starting point for a semiclassical model of the single mode laser, for optical bistability and other resonant coherent optical phenomena, where in lowest approximation the fluctuation phenomena have been neglected.

For optically thin samples in an external coherent field, E and $E^{*}$ can safely be identified with the external field amplitude and can be regarded as a given function of time. The coherent response of the atomic sample is then governed by eqs. (35) and (36) with

$$
E=\tilde{E}(t) \text { exp-iwt }
$$

where $E$ is still a function of time varying slowly on a time scale $\omega^{-1}$. These equations are e.g. the basis for the description of "Optical Coherent Transients" of two-level systems. The generalization to multilevel atoms is straightforward.

The index 1 which runs over the individual atoms could be dropped, if not in general $\Omega^{l}$ the transition frequency would depend on 1 explicitly even for identical atoms, due to a nonidentical environment or thermal motion which leads to individual Doppler shifts. If we know the physical origin and the statistics of the frequency shifts, we can introduce the following averaged variables:

$$
\begin{equation*}
\mathrm{P}_{\mathrm{q}}(\Delta)=\mathrm{D}^{-1}(\Delta) \sum_{1} \mathrm{P}_{12}^{1} \delta\left(\Omega^{1}-\omega-\Delta\right) \text { expiq}{\underset{\mathrm{N}}{l}} \tag{38}
\end{equation*}
$$

with

$$
\mathrm{D}(\Delta)=\begin{gathered}
\Sigma \\
1
\end{gathered} \quad \delta\left(\Omega^{1}-\omega-\Delta\right)
$$

which characterizesthe shape of the inhomogeneous line, and obtain the familiar Bloch equations in the following form:

$$
\begin{align*}
& \dot{P}_{q}=\left(-i(\omega+\Delta)-\frac{1}{T_{2}}\right) P_{q}+2 i g \quad W \tilde{E} e^{-i \omega t}  \tag{39}\\
& \dot{W}=-\frac{1}{T_{1}}\left(W-W_{0}\right)+i g \quad\left(P_{q} \tilde{E}^{*} e^{i \omega t}-P_{q}^{*} \tilde{E}^{\eta} e^{-i \omega t}\right) \tag{40}
\end{align*}
$$

$W$ is the difference of the populations in the upper and lower state "averaged" in the same way as eq. (38).

The oscillating atomic polarization $P_{q}$ driven solely by the given external field amplitude $E$ is again the source of an emission field which follows from the Maxwell equation (25)

$$
\begin{equation*}
\dot{b}_{q}^{+}=i \omega_{q} b_{q}^{+}-x_{q} b_{q}^{+}+i g_{q}^{12} \int D(\Delta) P_{q}^{*}(\Delta, t) d \Delta \tag{41}
\end{equation*}
$$

As $P_{q}$ is a clasisical source, we conclude from our previous considerations eq. (28) that the reradiated field in this approximation is coherent as well.

The eq. (39) and (40) in this approximation are linear-differential equations which depend nonlinearly on the external field E. The basic physical information about this nonlinear response to an external field can be found by setting the field amplitudes $E$ and E* equal to a constant. The eigenvalues $z_{i}$ that govern the dynamic evolution are determined by the following cubic equation ${ }^{(8)}$

$$
\begin{equation*}
0=f(z)=\left(z+\frac{1}{T_{1}}\right)\left\{\left(z+\frac{1}{T_{2}}\right)^{2}+\Delta^{2}\right\}+4 g^{2}|E|^{2}\left(z+\frac{1}{T_{2}}\right) \tag{42}
\end{equation*}
$$

The three roots of the cubic equation in general assume a rather horrible form and only in special cases reduce to simple tractable expressions like e.g. $\mathrm{T}_{1}=\mathrm{T}_{2}=\mathrm{T}$

$$
\begin{equation*}
z_{1}=-1 / T, \quad z_{2,3}=-1 / T \pm i\left(\Delta^{2}+4 g^{2}|E|^{2}\right)^{1 / 2} \tag{43}
\end{equation*}
$$

As the Bloch equation (40) is inhomogeneous, we find a nontrivial steady state solution which is assumed asymptotically in the limit $t \rightarrow \infty^{(7)}$

$$
\begin{equation*}
\mathrm{P}_{\mathrm{q}}^{*}(\mathrm{t} \mathrm{\rightarrow} \mathrm{\infty})=\left(\mathrm{i} \Delta-\frac{1}{\mathrm{~T}_{2}}\right) \mathrm{gE} \mathrm{E}_{\mathrm{O}} /\left(\Delta^{2}+\left(\frac{1}{\mathrm{~T}_{2}}\right)^{2}+4 \mathrm{~g}^{2} \frac{\mathrm{~T}_{1}}{\mathrm{~T}_{2}}|\mathrm{E}|^{2}\right) \tag{44}
\end{equation*}
$$

If we can approximate the field envelope $E(t)$ reasonably by a piecewise constant function, the scope of the above results is already sufficient to discuss all the basic optical coherent transient experiments like: optical free induction decay, optical nutation or photon echoes etc. For the comparison between theory and experiment where the reemitted field is observed, one has to insert the solution of eq. (39) and eq. (40) into eq. (41) where the collective polarization

$$
\int D(\Delta) P_{q}^{*}(\Delta) d \Delta
$$

acts as a source for the coherent emission field. The time dependence of the source is influenced essentially by this averaging procedure if the range of integration is large compared to the time constants Rez ${ }_{i}$.

Some rather unexpected and new. results have been obtained just recently ${ }^{(9),(10)}$ which have been verified experimentally in all essential details ${ }^{(11)}$. A brief summary of some recently discussed coherent transient effects which facilitate an insight into the variety of effects associated with these elementary equations, is given in Appendix A.

Through this paragraph it has become clear that for a great variety of experimental situations like atomic gases, molecular samples or solids, the basic formulations are essentially identical and only the details of the representations are different from case to case. The results which have been explicitely formulated here, using the language of an isolated atomic sample, can be reformulated in the same way e.g. for band to band transitions in solids and, from a mathematical point of view, similar results emerge.

## C. NONLINEAR OPTICAL PHENOMENA

In the previous chapter we have outlined the basic mathematical framework to describe the interaction of electromagnetic radiation and matter. To get an introductory insight into this question, we have described the nonlinear dynamical response of the atomic degrees of freedom to a given time dependent external field. In this chapter now, we want to focus our attention primarily on the dynamical evolution of the electromagnetic fields while the atomic polarizations only mediate the nonlinear interaction between the fields via the nonlinearity of the generalized Maxwell-Bloch equations 25, 24.

We recall that these nonlinear interaction terms have been of the general form (eq. 24)

$$
\begin{equation*}
\sum_{q, 1, n, m} \quad\left(g_{q, 1}^{m n} p_{m n^{\prime}}^{l}-g_{q, 1}^{n^{\prime} m} p_{n, m}^{l}\right) \quad\left(b_{q}^{+}+b_{q}\right) \tag{45}
\end{equation*}
$$

Without going into any specific details we can in principle distinguish between two different fundamental nonlinear processes:
i. Coupling through Diagonal Elements:

$$
\begin{equation*}
P_{i j} \quad \sim\left(P_{i i}-P_{j j}\right) b_{q}^{+} \tag{46}
\end{equation*}
$$

The nonlinearity is based on dynamic changes in the level population induced by the field.
ii. Coupling through Nondiagonal Elements:

For systems with more than two levels, a nonlinearity can be mediated e.g. by a quasiresonant nonradiating transition

$$
P_{i l} \quad \sim P_{i j} b_{q}^{+} \quad i \neq j
$$

while for a two level system ( $j=1$ ) a nonlinearity of this type is in general strongly nonresonant and can only be obtained in dipole approximation, $g^{n, n^{\prime}} 0$, when the states involved have no parity.

We will see that these different nonlinearities will give rise to different physical effects. While in a perturbation expansion in the coupling constant $g$ the coupling through the offdiagonal elements leads in lowest order to a cubic nonlinearity $O\left(g^{3}\right)$, the nonlinear diagonal response only comes into play in higher order $O\left(g^{4}\right)$.

## a) The Idea of the Effective Hamiltonian

The coupled system of equations which we derived in the previous chapter (eq. 24 and 25) describe, under the approximation of negligible damping and fluctuations, the interaction of a discrete set of field modes with an ensemble of atoms in a quantum mechanical formulation. This is a very general description but much too involved to draw any immediate physical conclusions. If we realize, however, by comparing the different time scales of the dynamical evolution of the ensemble that we can differentiate between fast and slow variables, it is rather obvious that for the special physical processes of interest a simplified formulation can be derived from first principles.

In contrast to the resonant absorption described above, e.g. eq. 39 and eq. 40, in most nonlinear optical phenomena the fields and the atomic transitions are far from resonance and no appreciable population redistribution is brought about the irradiation even of intense fields, and only minute fractions of light intensities are absorbed.

In this limit we gain a small expansion parameter $\varepsilon=\frac{g}{/_{\Omega_{i j}}-\omega}$, the ratio of the dipol coupling constant versus a typical detuning frequency. On the reference frame of external field oscillations, the atomic polarisation is a fast variable which is controlled by the slow motion of the electromagnetic field amplitudes and follows its evolution adiabatically. Under this assumption we can eliminate the electronic degrees of freedom in the equations of motion, and will be left with a small number of equations for the coherent fields alone, which, by the elimination procedure, suffer a nonlinear field. field interaction. These equations can then be interpreted as the Heisenberg equations of motion for the field operators under the dynamics of an effective nonlinear field-Hamiltonian. It is the aim of this chapter to derive the effective Hamiltonians for the fundamental nonlinear processes in Quantum Optics.

As the expansion in the coupling parameter $\varepsilon$ is at the same time an expansion in the field strength ${ }^{\circ} b_{q}$, we will therefore obtain an effective Hamiltonian which emerges as a power series in the field amplitudes $\mathrm{b}_{\mathrm{q}}$ or E , and can formally be written as follows:

$$
\begin{equation*}
H=\left(\frac{1}{4 \pi} \delta_{i j}+x_{i j}^{(1)}\right) E_{i} E_{j}+x_{i j k}^{(2)} E_{i} E_{j} E_{k}+x_{i j k l}^{(3)} E_{i} E_{j} E_{k} E_{1}+\ldots \tag{48}
\end{equation*}
$$

We may identify in a classical way this Hamiltonian with the field energy $H=\frac{1}{4} \pi \mathrm{ED}$, where we use the standard definitions

$$
D=E+4 \pi P \quad \text { and } \quad P=\chi E
$$

and find that this expansion is equivalent with the definition of a nonlinear polarization $P$ or a field dependent susceptibility

$$
\begin{equation*}
P_{i}=\chi_{i j}^{(1)} E_{j}+\chi_{i j k}^{(2)} E_{j} E_{k}+\chi_{i j k l}^{(3)} E_{j} E_{k} E_{l} \tag{49}
\end{equation*}
$$

In this way the nonlinear atomic response obviously leads to an explicit field-field interaction:
$X_{i j}^{(1)}$ - gives rise to the familiar linear dispersion relation.
$x_{i j k}^{(2)}$ - leads to a cubic nonlinearity which is responsible for the three-wave mixing processes in parametric devices, as well as second harmonic and subharmonic generation. As this term does not leave the Hamiltonian invariant under spatial inversion transformations, $\chi^{(2)}$ is nonvanishing only for crystalline samples lacking inversion symmetry.
(3)
$X_{i j k l}$ - is responsible for four-wave mixing processes which have recently found considerable interest in connection with the phenomenon of optical phase conjugation (12), (13) and different multiphoton spectroscopy techniques. A more familiar four-wave process is stimulated Raman- and Brioullin scattering, and the parametric coupling of Stokes and antistokes radiation.

There has been a great effort to calculate these higher order susceptibilities from first principles, to get a feeling of the effect which lead to large nonlinearities.

Explicit but enormously complicated expressions for $\chi^{(n)}$ can be found in many original publications and in the standard book on nonlinear optics by Bloembergen ${ }^{(14)}$.

In the following chapters we only want to give an idea of the microscopic background of these nonlinearities and how they arise in a straightforward way by deriving the field-field interaction from first principles, but leaving aside all technical details.

## b) Parametric Oscillators

As a first example of nonlinear field interactions, we want to derive the effective Hamiltonian for parametric processes which give rise to parametric up- and down conversion of the incident field frequency. Three-wave mixing processes, as explained previously, can be observed only in solid materials, due to the requirement of lacking inversion symmetry. We will therefore start from the field-matter Hamiltonian for an insulator in Bloch-function representation (eq. 15) and will keep in mind that the equilibrium electron wave function will describe an occupied valence band and an empty conduction band.

It is obvious from the Hamiltonian eq. (15) that the scattering processes that give rise to an interaction between three fields must be of the following structure:
$\mu^{\prime}$
$\mu$

conduction band
valence band

Now we separate the interaction Hamiltonian into two contributions one which creates interband transitions, and one which describes intraband scattering processes. We therefore write formally

$$
H=H_{o}+\lambda_{1} H_{\mu \mu^{\prime}}+\lambda_{2} H_{\mu \mu}
$$

where the last part lives from the assumption of missing inversion symmetry of the crystal lattice and is assumed to be the smallest term under consideration.
with the help of the canonical transformation

$$
\begin{equation*}
\tilde{\mathrm{H}}=\mathrm{e}^{\lambda} \mathrm{s} \mathrm{He}^{-\lambda} \mathrm{s} \tag{50}
\end{equation*}
$$

we can eliminate the interband interaction characterized by the coupling constant $\lambda_{1}$ to first order, and obtain, by performing the straightforward expansion in $\lambda_{1}$ :

$$
\begin{equation*}
\tilde{H}=H_{o}+\frac{1}{2} \lambda_{1}^{2} \lambda_{2}\left[s,\left[s, H_{\mu \mu}\right]\right]+O\left(\lambda_{1}^{3}\right) \tag{51}
\end{equation*}
$$

where $s$ is defined through the relation

$$
\begin{equation*}
\mathrm{H}_{\mu \mu^{\prime}}=\left[\mathrm{H}_{0}, \mathrm{~s}\right] \tag{52}
\end{equation*}
$$

Evaluating eq. (52) we obtain for the antihermitian operator $s$

$$
\begin{equation*}
s=\sum_{k, q} \quad \hbar g_{k, q}^{c v}\left(E_{k+q}^{c}-E_{k}^{v}-\hbar \omega_{q}\right)^{-1} a_{k+q}^{+c} a_{k}^{v} b_{q}-h c \tag{53}
\end{equation*}
$$

We insert eq. (53) into eq. (51) and take the expectation value of the result with respect to the equilibrium electron distribution $\psi$

$$
a_{k, v}^{+} \psi=0 \quad a_{k, c} \psi=0
$$

The term which gives rise to the three-wave interaction reads:

For the interaction of three specific modes $q_{1}, q_{2}, q_{3}$ we obtain the following effective Hamiltonian:

$$
\begin{equation*}
H=\sum_{i=1}^{3} \quad \hbar \omega_{q i} b_{q i}^{+} b_{q i}+\hbar\left\{g b_{q_{3}}^{+} b_{q_{2}} b_{q_{1}}+h c\right\} \tag{55}
\end{equation*}
$$

In a uniform medium translational invariance requires quasi-momentum conservation $q_{3}=q_{1}+q_{2}$



This Hamiltonian describes a spontaneous breakup of a photon of frequency $\omega_{3}$ into two photons of frequency $\omega_{1}$ and $\omega_{2}$. For this interaction to be efficient, the near resonance condition $\omega_{3} \approx \omega_{2}+\omega_{1}$ is required, otherwise the effective interaction $g \exp i\left(\omega_{3}-\omega_{1}-\omega_{2}\right) t$ is averaged to zero.

In a dispersive medium, this condition is in conflict with the conservation of quasi-momentum k. Media with large nonlinearities, however usually are birefringened and momentum as well as energy conservation can be satiesfied approximately for a special ratio of the frequencies $\omega_{1}$ and $\omega_{2}$ by choosing appropriate noncolinear directions of propagation.

It is then obvious that the ratio by which the incoming field frequency is split into the subharmonic frequencies, is strongly dependent on the crystal parameters and the geometry. By rotating the crystal axes with respect to the direction of propagation of the external field or by changinge.g. the temperature of the crystal, the ratio of $\omega_{1}$ and $\omega_{2}$ can be changed continuously. This aspect is the basis for the great practical importance of this effect, as it allows to create coherent light fields that can be tuned continuously but with spectral properties similar to those of the driving laser field.

The dynamical evolution of the fields under the unitary transformation of this effective Hamiltonian eq. (55) can most easily be visualized by writing down the corresponding Heisenberg equations of motion:

$$
\begin{align*}
& \dot{b}_{q_{i}}^{+}=\frac{i}{\hbar} \quad\left[H, \quad b_{q_{i}}^{+}\right]  \tag{56}\\
& \dot{b}_{q_{1}}^{+}=i \omega_{q_{1}} b_{q_{1}}^{+}+i \underset{G}{ } b_{q_{3}}^{+} b_{q_{2}} \\
& \dot{b}_{q_{2}}^{+}=i \omega_{q_{2}} b_{q_{2}}^{+}+i g b_{q_{3}}^{+} b_{q_{1}}  \tag{57}\\
& \dot{b}_{q_{3}}^{+}=i \omega_{q_{3}} b_{q_{3}}^{+}+i g^{*} b_{q_{1}}^{+} b_{q_{2}}^{+}
\end{align*}
$$

These nonlinear operator equations can only be solved for a number of limiting cases where a linearization around some steady state solution is possible. For the initiation of this spontaneous breakup quantum fluctuations are inevitable. The onset of parametric oscillation e.g. can be studied by disregarding for a moment the dynamics of the driving laser field $b_{q_{3}}$. We replace it by a classical amplitude $E \exp -i \omega_{3} t$. This assumption is appropriate as long as the amplitudes of the fields $\mathrm{b}_{\mathrm{q}_{1}}, \mathrm{~b}_{\mathrm{q}_{2}}$ remain small. In the "rotating frame" where the explicit time dependence of the resulting linear problem disappears, the eigenvalues can be written in the form

$$
\begin{equation*}
\lambda_{1 / 2}=\frac{1}{2} \quad \Delta \pm i \quad\left(g g^{*}|E|^{2}-\left(\frac{\Delta}{2}\right)^{2}\right)^{1 / 2} \tag{58}
\end{equation*}
$$

where $\Delta=\omega_{3}-\omega_{1}{ }^{-\omega_{2}}$.
For an external field intense enough, i.e. $|E|^{2}>\Delta^{2} / 4 g{ }^{*}$, we find no longer periodic solutions but exponentially divergent amplitudes, indicating a threshold beyond which a new type of steady state solution will be observed and where the small signal approximation will break down. These equations which we will generalize somewhat at the end of the next chapter, together with the equations of de-
generate processes discussed there, lay the basis of the quantum mechanical as well as classical formulation of parametric interactions.

In this course we have chosen not to discuss the classical problems like wave propagation in nonlinear media etc., but want to focus our attention on the statistical properties of these nonlinear models. We therefore leave the discussion of optical parametric processes here and come back to this problem only after the introduction of fluctuations in the chapter $D$.
c) Second Harmonic and Sub-Harmonic Generation

The nonlinear interaction of only two fields is contained in the previous results, when we consider the degenerate case where the fields $\mathrm{b}_{\mathrm{q}_{1}}$ and $\mathrm{b}_{\mathrm{q}_{2}}$ become identical, i.e. photons of the frequency $\omega_{3}$ decay spontaneously into two photons of half this frequency $\omega_{1}=\omega_{2}=\omega_{3} / 2$, generating thereby the so called subharmonic field. The time inverted process is certainly possible as well where from a field of frequency $\omega_{1}$ the second harmonic frequency of twice this frequency is generated. An important difference between these processes lies in the fact that the generation of sub-harmonic fields is obtained only above a certain critical threshold intensity, while second-harmonic fields are generated without threshold and can be understood in classical terms. This difference is not only important for practical purposes but is also of interest from a theoretical point of view. While sub-harmonic generation can be described in terms of an instable amplifier which is triggered by vacuum fluctuations, second-harmonic generation is analogous to an oscillator driven by a resonant external force. These properties can easily be derived from the Heisenberg equations of motion for the degenerate parametric oscillator.

The Hamiltonian eq. (55) reduces to

$$
\begin{equation*}
H=\sum_{i=1}^{3} \quad \hbar \omega_{q_{i}} b_{q_{i}}^{+} b_{q_{i}}+\hbar\left(g b_{q_{3}}^{+} b_{q_{1}}^{2}+g^{*} b_{q_{1}}^{+} b_{q_{3}}\right) \tag{59}
\end{equation*}
$$

and we obtain the following set of coupled equations of motion:

$$
\begin{align*}
& \dot{\mathrm{b}}_{\mathrm{q}_{3}}^{+}=i \omega_{\mathrm{q}_{3}} \mathrm{~b}_{\mathrm{q}_{3}}^{+}+i \mathrm{~g}^{*} \mathrm{~b}_{\mathrm{q}_{1}}^{2}  \tag{60}\\
& \dot{\mathrm{~b}}_{\mathrm{q}_{1}}^{+}=i \omega_{\mathrm{q}_{1}} \mathrm{~b}_{\mathrm{q}_{1}}^{+}+2 i g \mathrm{~b}_{\mathrm{q}_{3}}^{+} \mathrm{b}_{\mathrm{q}_{1}} \tag{61}
\end{align*}
$$

Eq. (61) describes the parametric generation of the sub-harmonic field

At this point, we would like to be a little bit more precise about the experimental setup used in these experiments, in order to complete the equations of motion. We assume that the nonlinear medium is contained in an optical cavity with dielectric mirrors which allow - depending on the frequency of the fields - some percentage of the light field intensity to leak out of the cavity. The external fields, provided by strong coherent laser sources, are coupled into the system. We will simulate this coupling to the external fields by additive source terms, circumventing in this way the delicate boundary value problem.

The general parametric process will then be described by the following somewhat more realistic set of equations:

$$
\begin{array}{ll}
\dot{b}_{q_{1}}^{+}=\left(i \omega_{q_{1}}-x_{1}\right) b_{q_{1}}^{+}+i g b_{q_{3}}^{+} b_{q_{2}} & +p_{1} e^{i \omega} q_{1} \\
\dot{b}_{q_{2}}^{+}=\left(i \omega q_{2}-x_{2}\right) b_{q_{2}}^{+}+i g b_{q_{3}}^{+} b_{q_{1}}  \tag{62}\\
\dot{b}_{q_{3}}^{+}=\left(i \omega_{q_{3}}-x_{3}\right) b_{q_{3}}^{+}+i g^{*} b_{q_{1}}^{+} b_{q_{2}}^{+} & +p_{3} e^{i \omega} q_{3}
\end{array}
$$

By merely adding dissipative terms, as we will discuss in the next chapter, we loose the quantum mechanical consistency of the equations because we have to consider fluctuations as well. If we interprete, however, eq. (62) in classical terms, we have not to worry about con-
sistency and obtain a realistic picture as long as the fields are not amplified from vacuum fluctuations.

Depending on which of the previously discussed process we want to consider, we will assume for the source terms:

1. Parametric amplifier:
2. Parametric Oscillator:
3. Second-harmonic generation:
4. Sub-harmonic generation:
5. Sub-harmonic bistability:

$$
P_{1}, P_{3} \neq 0, P_{3} \gg P_{1}
$$

$$
P_{1}=0 \quad P_{3} \neq 0
$$

$$
\mathrm{P}_{1} \neq \mathrm{o} \quad \mathrm{P}_{3}=0
$$

$$
P_{1}=0 \quad P_{3} \neq 0
$$

$$
\mathrm{P}_{1} \neq 0 \quad \mathrm{P}_{3} \neq 0
$$

d) Raman Scattering

So far, we have focussed our attention only on the electronic degrees of freedom, disregarding entirely e.g. the vibrational motion of the nuclei in molecules or equivalently the phonons in solid materials. Electronic transitions, however, can be accompanied by transitions in the vibrational manifold of states. If in a scattering process - which can be visualized as a nonresonant absorption and mediate reemission process - vibrational quanta or phonons are created or absorbed, the emitted light field will be shifted in frequency according to the overall energy conservation.

This scattering process is known under the name of Raman process, when molecular vibrations or optical phonons are involved, and is called Brioullin-scattering when acoustical phonons are emitted or absorbed.

We are not going into great technical details here but only want to make the basic ideas transparent, by deriving the effective interactions that are responsible for the Raman and Brioullin scattering from first principles. We will do this separately for the vibrational processes in molecules as well as for the electron-phonon interaction in condensed materials.
i. Vibrational Raman Effect in Single Molecules

An elementary access to the Raman effect, as it is observed by scattering light from gaseous molecular samples, can be obtained by simply considering a three level system:

made up by the electronic ground state $n, v=0$, an electronic excited state $n ', v=0$, and a state of molecular vibration in the electronic groundstate $n, \nu=0$. We will assume that the symmetry of the states allows optical dipol transition between state 1 and 2 and state 2 and 3 , while no allowed dipol transitions occur between state 1 and 3 .

Using the molecular wave function basis, a first principle description will start from the following Hamiltonian:
with

$$
\begin{equation*}
g_{n, n^{\prime} q}^{v, v^{\prime}}=i \sqrt{\frac{2 \pi \hbar}{V \omega_{q}}} \frac{e}{m} \int \varphi_{n, v}^{*} \frac{\partial}{\partial x_{l}} \varphi_{n^{\prime}}, v^{\prime}\left(e_{q}\right)_{1} e^{-i q_{\sigma_{\sim}^{x}}}{ }_{l} d v \tag{64}
\end{equation*}
$$

For the simplified problem we have in mind here, this general Hamiltonian can be reduced essentially by considering only three states $|1>,|2>| 3>$, explicitly, which interact with only two modes of the field, $\mathrm{b}_{\mathrm{q}_{1}}, \mathrm{~b}_{\mathrm{q}_{2}}$. We then obtain the following Hamiltonian

$$
\begin{align*}
H= & H_{0}+\lambda H_{1} \\
= & \sum_{n=1}^{3} E_{n}|n><n|+\hbar \sum_{i=1}^{2}{ }^{H_{n}}{ }_{q_{i}} b_{q_{i}}^{+} b_{q_{i}} \\
& +\hbar g_{1}|2><1| b_{q_{1}}+\hbar g_{2}|2><3| b_{q_{2}}+h c \tag{65}
\end{align*}
$$

where the identification of the coefficients is obvious.

By a canonical transformation quite analogous to our previous procedure eq. (50), we will eliminate the interaction to first order and will obtain an effective Hamiltonian which is of second order in the coupling constant $g_{q}$. For that purpose we define a unitary transformation

$$
\begin{equation*}
\tilde{H}=e^{\lambda s} H e^{-\lambda s} \tag{66}
\end{equation*}
$$

where $\lambda$ is assumed to be of the order of $g_{i}$ and find to lowest order in $\lambda$

$$
\begin{equation*}
H=H_{0}+\frac{1}{2} \lambda^{2}\left[s, H_{1}\right] \tag{67}
\end{equation*}
$$

where $s$ is defined through

$$
H_{1}=\left[H_{0}, s\right]
$$

It is obvious that the antihermitian operator $s$ can be written in the form

$$
\begin{align*}
S= & \frac{\hbar}{E_{2}-E_{1}-\hbar \omega q_{1}}\left(g_{1}|2><1| b_{q_{1}}-g_{1}^{*}|1><2| b_{q_{1}}^{+}\right) \\
& +\frac{\hbar}{E_{2}-E_{3}-\hbar \omega_{q_{2}}}\left(g_{3}|2><3| \mathrm{b}_{\mathrm{q}_{2}}-g_{3}^{*}|3><2| \mathrm{b}_{\mathrm{q}_{2}}^{+}\right) \tag{68}
\end{align*}
$$

and we find for the transformed Hamiltonian eq. (67)

$$
\begin{align*}
\tilde{H}= & \sum_{i=1}^{2} \hbar \omega_{q_{i}}{ }^{b_{q_{i}}^{+}} b_{q_{i}}+E_{1}|1><1|+E_{3}|3><3| \\
& +\hbar \tilde{g}|3><1| b_{q_{2}}^{+} b_{q_{1}}+\hbar \tilde{g}^{*} b_{q_{1}}^{+} b_{q_{2}}|1><3| \tag{69}
\end{align*}
$$

where ${ }_{\mathrm{g}}^{\mathrm{g}}$ is to be identified with

$$
\tilde{g}=g_{1} g_{3}^{*}\left(\frac{\hbar}{E_{2}-E_{1}-\hbar \omega_{q_{1}}}+\frac{\hbar}{E_{2}-E_{3}-\hbar \omega_{q_{2}}}\right)
$$

The effective interaction obtained in this way describes the scattering of a photon from state $q_{1}$ into state $q_{2}$ by the "emission" of a vibrational quantum:

Formally, this scattering process is identical with the previously described parametric three-wave mixing processes, where one field operator has been replaced by the polarization operator $|3><1|$ which connects the vibrationally excited state $\mid 3>$ with the ground state |l>. As this single-molecule problem is not translationally invariant, momentum conservation does not play a role, and no phase matching condition is required. For an ensemble of independent atoms in an optical cavity e.g., this can be stated somewhat differently. In each localized molecule the fields $q_{1}$ and $q_{2}$ will create an oscillatory offdiagonal element $P_{3,1}=|3><1|$ with a phase retardation of $\exp i\left(\mathscr{G}_{1}-\mathscr{C}_{2}\right) x_{1}$ where $x_{1}$ is the localization of the $i^{\text {th }}$ molecule. In this way a standing "polarization wave" is created which picks up the difference in photon momenta $\left(q_{2}-q_{1}\right)$. .

In the derivation of the effective scattering Hamiltonian, we have stopped at this intermediate step to point out the formal analogy to the parametric processes. Physically, however, there is a drastic difference due to the different origin of the coupled fields. One important difference is the fact that while the electronic transitions are driven far from resonance, the vibrational transition is driven on resonance or at least close to resonance, and the damping of this mode comes into play determining the linewidth of the scattered field.

If we consider the damping of the polarization $|3><1|$ explicitly, we can eliminate the atomic degrees of freedom and obtain equations of motion for the fields alone. As we have to include the damping $\Gamma$ of this resonant process, we can not expect that this interaction will be of Hamiltonian form.

We eliminate the polarization $|3><1|$ adiabatically by assuming that this mode is strongly damped:

$$
\begin{equation*}
|3><1|=\left(E_{3}-E_{1}-\hbar \omega_{1}+\hbar \omega_{2}+i \Gamma\right)^{-1} \underset{g}{\eta} b_{q_{1}}^{+} b_{q_{2}}\left(n_{1}-n_{3}\right) \tag{70}
\end{equation*}
$$

We insert this algebraic relation into the Heisenberg equations of motion for the two modes $\mathrm{b}_{\mathrm{q}_{1}}, \mathrm{~b}_{\mathrm{q}_{2}}$, and obtain

$$
\begin{align*}
& \dot{b}_{q_{1}}^{+}=i \omega_{q_{1}} b_{q_{1}}^{+}-i \Lambda b_{q_{1}}^{+} b_{q_{2}}^{+} b_{q_{2}} \\
& \dot{b}_{q_{2}}^{+}=i \omega_{q_{2}} b_{q_{2}}^{+}-i \Lambda * b_{q_{2}}^{+} b_{q_{1}}^{+} b_{q_{1}} \tag{71}
\end{align*}
$$

where the effective coupling constant $\Lambda$ assumes the form

$$
\Lambda=\tilde{g}^{\tilde{n}} *(\Delta-i \Gamma) /\left(\Delta^{2}+\Gamma^{2}\right)\left(n_{1}-n_{3}\right)
$$

with $\hbar \Delta=E_{2}-E_{1}-\hbar \omega_{1}+\hbar \omega_{2}$ and $n_{i}=$ thermal population of level $i$.

The real part of $\Lambda$ leads to a renormalization of the frequencies and is not of importance. The imaginary part gives rise to Raman Scattering

From the explicite appearance of the equation (7l)it is obvious that they cannot be interpreted as the equation of motion of an effective Hamiltonian. This is not surprising, however, because we have broken the time invariance of the process by introducing dissipation. This is also easily understood in physical terms when we rewrite the equation (71) for the case of resonance and $n_{1}=1, n_{3}=0$ :

$$
\begin{align*}
& \dot{b}_{q_{1}}^{+}=i \omega_{q_{1}} b_{q_{1}}^{+}-\frac{\tilde{q}^{\sim}}{\Gamma} \\
& \dot{b}_{q_{2}}^{+}=i \omega_{q_{1}}^{+} b_{q_{1}}^{+}{ }_{q_{2}}^{+}+\frac{\mathrm{q}_{q^{2}}}{\Gamma} b_{q_{2}}^{+} b_{q_{2}}^{+} b_{q_{1}} \tag{72}
\end{align*}
$$

The Stokes photons are created with a rate proportional to the laser intensity, while the laser field is depleted by the effective interaction. $b_{q_{1}}^{+} b_{q_{1}}+b_{q_{2}}^{+} b_{q_{2}}$ is a constant of motion.
ii. Raman Effect in Solids

In solid materials, light scattering can be associated with the emission or absorption of optical phonons. This process can be understood as the sequence of a nonresonant band-to-band absorption, emission or absorption of a phonon in the optical branch of the phonon dispersion relation, and recombination back to the valence band. If the phonon is created in the acoustical branch, the effect is called Brillouin Scattering. These processes are formally very similar; from an experimental point of view, however, there exists
a tremendous difference between these two effects due to the different dispersion relations of optical and acoustical phonons. While momentum conservation in these scattering process is easily satisfied for the dispersionless optical branch, the acoustic dispersion relation $\omega_{P h}=v q$ with the sound velocity $v$ does not allow to satisfy momentum and energy conservation simultaneously for phonon frequencies that exceed a critical value of

$$
\begin{equation*}
\omega_{\mathrm{Ph}}>\omega_{\mathrm{Ph}}^{\mathrm{c}}=2 \omega \frac{\mathrm{v}}{\mathrm{c}} \tag{73}
\end{equation*}
$$

where $\omega$ is the frequency of the incident field.

We will briefly derive the corresponding effective Hamiltonian, starting from the Bloch picture of the electrons and include the electron photon(eq. (21)) and electron phonon(eq. (17))interaction. As the idea of the transformation will be very similar to the one of our previous derivations, we will therefore indicate here only the main steps.

The Hamiltonian can be written in the form

$$
\begin{equation*}
\mathrm{H}=\mathrm{H}_{\mathrm{o}}+\lambda_{1} \mathrm{H}_{1}+\lambda_{2} \mathrm{H}_{2} \tag{74}
\end{equation*}
$$

where $H_{1}$ and $H_{2}$ describes the electron photon and the electronphonon interaction respectively. We assume that the coupling constant $\lambda_{2}$ which characterizes the strength of the electron phonon interaction is small compared to $\lambda_{1}$. We eliminate therefore $H_{1}$ through a unitary transformation to first order in $\lambda_{1}$. This is achieved by identifying

$$
\begin{equation*}
\tilde{H}=e^{\lambda} 1^{S} H e^{-\lambda} 1^{S} \tag{75}
\end{equation*}
$$

where the operator $S$ satisfies the relation

$$
\begin{equation*}
\mathrm{H}_{1}=\left[\mathrm{H}_{\mathrm{o}}, \mathrm{~S}\right] \tag{76}
\end{equation*}
$$

If we collect only the terms which give rise to Raman Scattering and disregard all the contributions which e.g. only renormalize the photon dispersion relation, we obtain

$$
\begin{equation*}
\hat{H}=H_{o}+\frac{1}{2} \lambda_{1}^{2} \quad \lambda_{2} \quad\left[\mathrm{~S}, \quad\left[\mathrm{~S}, \mathrm{H}_{2}\right]\right] \tag{77}
\end{equation*}
$$

This is the only nontrivial interaction term which survives averaging over the equilibrium electron states.
Schematically this interaction process can be visualized in the following picture:


We evaluate the commutators in eq. (77) and average the result over the occupied valence band states. We find:

$$
\begin{equation*}
H_{\text {int }}=\frac{\hbar}{2} \sum_{q, Q} \quad \Lambda_{q, Q} b_{q}^{+} b_{q-Q} c_{Q}+\Lambda_{q, Q}^{*} b_{q-Q}^{+} b_{q} c_{Q}^{+} \tag{78}
\end{equation*}
$$

where we used the abbreviation

$$
\begin{equation*}
\Lambda_{Q, q}=\sum_{k} \frac{g_{q} g_{q-Q}^{*} G_{Q}}{\left(E_{k+q^{c}}^{c}-E_{k}^{v}-\hbar \omega_{q}\right)\left(E_{k+q-Q^{-}}^{c}{ }_{k}^{v}-\hbar \omega_{q-Q}\right)} \tag{79}
\end{equation*}
$$

The formal analogy to the optical parametric process is evident in eq. (78) where only one of the lower frequency photons has been replaced by a phonon.

An effective interaction between the electromagnetic fields alone can be derived also in this case when the dissipation of the phonon field is considered explicitly.

The Heisenberg equation for the phonon field $c_{Q}^{+}$can be written in the form:

$$
\begin{equation*}
\dot{\mathrm{c}}_{Q}^{+}=i \Omega_{Q} c_{Q}^{+}+\frac{i}{2} \Sigma \Lambda_{Q q} b_{q}^{+} b_{q-Q} \tag{80}
\end{equation*}
$$

This process is assumed to be quasi resonant

$$
\omega_{q}-\omega_{q-Q} \approx \Omega_{Q}
$$

An effective dynamics of the fields can therefore only be derived when the damping of the phonons is taken into account through an additional term $-\Gamma c_{Q}^{+}$in eq. (80). In adiabatic approximation, we find for the phonon fields:

$$
\dot{c}_{Q}^{+}=\frac{1}{2} \sum_{q} \quad \Lambda_{Q q} \quad\left(\omega_{q}-\delta_{q-Q}-\Omega_{Q}-i \Gamma\right)^{-1} b_{q}^{+} b_{q-Q}
$$

Under this approximation we can eliminate the phonons explicitly from the equations of motion for the Stokes and the laser field, and are again left with equations of the form eq. (71) with an effective inter action

$$
\begin{aligned}
& \sim\left|g_{q} g_{q-Q}^{*}\right|^{2}\left(E_{k+q}^{c}-E_{k+q}^{V}-\hbar \omega_{q}\right)^{-2}\left(E_{k+q-Q}-E_{k}-\hbar \omega_{q-Q}\right)^{-2} \\
& *\left(\omega_{q}-\omega_{q-Q}-\Omega_{Q}-i \Gamma\right)^{-1}
\end{aligned}
$$

These equations again can not be rewritten in terms at an effective Hamiltonian. From a macroscopic point of view, the cubic response can be associated with a nonlinear susceptibility $\chi^{(3)}$.

$$
\begin{equation*}
P_{i} \sim \chi_{i j k l}^{(3)} E_{j} E_{k} E_{l} \tag{81}
\end{equation*}
$$

## e) Parametric Interaction of Stokes and Antistokes Radiation

A quartic interaction of the form obtained for the Raman effect, can in principle couple more than just two fields. That only the external laser field has been coupled to the stokes shifted radiation eq. (72) and eq. (80), was an assumption made explicitly to simplify the equations of motion. This assumption was also motivated by the requirement of energy conservation for the overall scattering process. If we go back to the Hamiltonian eq. (65), it is easily verified that we can include another overall resonant process when we allow for a third field $\left(\mathrm{b}_{\mathrm{q}_{3}}, \mathrm{~b}_{\mathrm{q}_{3}}^{+}\right.$) in the following way:

$$
\begin{array}{r}
\mathrm{H}_{\text {int }}={ }^{\hbar g_{1}}|2><1|\left(\mathrm{b}_{\mathrm{q}_{1}}+\mathrm{b}_{\mathrm{q}_{3}}\right)+h c \\
 \tag{82}\\
\\
\hbar_{g_{3}}|2><3|\left(\mathrm{b}_{\mathrm{q}_{2}}+\mathrm{b}_{\mathrm{q}_{1}}\right)+h c
\end{array}
$$

The three fields are still assumed to be far off resonance with the dipoletransitions in order not to cause any measurable population
transfer and absorption in the three level structure. If we go through the same unitary transformation procedure as in eq. (66), the effective Hamiltonian eq. (69) will contain two additional terms which read

$$
\begin{equation*}
\hbar \hat{g} b_{q_{1}}^{+} b_{q_{3}}|3><1|+\hbar \hat{g}^{*} b_{q_{3}}^{+} b_{q_{1}}|1><3| \tag{83}
\end{equation*}
$$

with the coupling constant $\hat{g}$ defined analogous to eq. (69):

$$
\hat{g}=g_{1} g_{3} \hbar \quad\left(\frac{1}{E_{2}-E_{1}-\hbar \omega_{q_{3}}}+\frac{1}{E_{2}-E_{3}-\hbar \omega_{q_{1}}}\right)
$$

For the overall scattering process including the field ${ }^{\circ}{ }_{q_{3}}$ to be re-
sonant, $\omega$ has to be upshifted from the laser frequency ${ }^{\text {by }}$ a vibrasonant, $\omega_{q_{3}}$ has to be upshifted from the laser frequency by a vibrational frequency quantum. The interaction eq. (83) then is responsible for the creation of antistokes radiation. By the same line of arguments as used previously, we can derive an explicit field-field interaction Hamiltonian in a straightforward way and obtain

$$
\begin{align*}
H= & H_{o}+\hbar \Lambda_{S A} b_{q_{1}}^{+} b_{q_{1}}^{+} b_{q_{2}} b_{q_{3}}+h \Lambda_{S A}^{*} b_{q_{3}}^{+} b_{q_{2}} b_{q_{1}}{ }^{b_{q_{1}}} \\
& +\hbar \Lambda_{S} b_{q_{1}}^{+} b_{q_{2}} b_{q_{2}}^{+} b_{q_{1}}+h c \\
& +\hbar \Lambda_{A} b_{q_{3}}^{+} b_{q_{1}} b_{q_{1}}^{+} b_{q_{3}}+h c \tag{84}
\end{align*}
$$

and the effective coupling constant $\Lambda_{\text {sa }}$ is proportional to the product of the stokes and antistokes coupling constant $\hat{g}$ and $\hat{g}$ eq. (69) and eq. (83)

$$
\Lambda_{S A} \sim \tilde{g} \hat{g}^{*}
$$

This process can be interpreted as a two-step process, where in the first scattering event a phonon is created by stokes shifting the incoming laser field $\left(\mathrm{b}_{\mathrm{q}_{1}}\right)$. The laser which is the highest intensity field in this problem, is scattered again and upshifted in frequency, while the phonon is anihilated.

Obviously this game can be played on and on, by allowing for more and more frequencies to interact. In this way higher order stokes and antistokes-shifted fields are produced. In intense laser fields scattered radiation can be observed up to about the $10^{\text {th }}$ order ${ }^{(17)}$. It may be interesting to note that besides the similar appearance of the interaction terms $\Lambda_{S}, \Lambda_{A}$ which describe the interaction of the laser field with the Stokes or the Anti-Stokes radiation, individually there exists an essential difference. While the interaction ${ }^{N^{\prime}} \Lambda_{S}$ includes the spontaneous emission of Stokes photons, $\sim \Lambda_{A}$ describes only stimulated processes because of the inverted order of the photon operators $\mathrm{b}_{\mathrm{q}_{3}}^{+}, \mathrm{b}_{\mathrm{q}_{3}}$. The physical reason for this difference is obvious.

[^1]
## D. FLUCTUATIONS

The problem of the interaction of light and matter in quantum mechanical formulation is in general a problem of many degrees of freedom, due to the macroscopic number of atoms involved on the one hand, and the denumberably infinite number of field modes in the optical cavity on the other hand. The simplicity and the success of the previous approach was brought about by restricting ourselves somewhat artificially and without detailed justification to a small number of variables which we are tempted to call the relevant ones. In a classical picture where no spontaneous processes are possible, this somewhat naive line of reasoning does not lead into any inconsistencies. In the quantum formulation, however, it is not possible in principle to choose e.g. just a single mode of the light field as the relevant variable, because it cannot be guaranteed that spontaneous emission will not also occur into other modes as well which we do not want to consider as relevant variables explicitly.

The simplification of the general many-body - many-mode problem therefore has to be performed in a quantum mechanically consistent way and not just by dropping the unwanted variables in order not to violate e.g. quantum mechanical commutation relations. The elimination of the bulk of the degrees of freedom in favor of a small number of relevant or macroscopic variables brings about dissipative as well as fluctuating correction terms. This can be achieved in many ways, and various methods have been developed to perform this elimination procedure (6), (18), (19).

## a) Langevin Formalism

An elegant, but rather formal way to eliminate the irrelevant degrees of freedom from the description of a many-body problem, is the projection operator method developed by H. Mori ${ }^{(20)}$. Here the equations of motion assume the formal appearance of the Langevin equation which has been used to describe the stochastic motion of Brownian Particles.

The generalized Langevin equation of Mori has been derived primarly to describe critical spin phenomena but can be used as well to formulate many different problems in solid state physics, when suitable projection operators are used ${ }^{(21)}$.

The fundamental idea consists in the construction of a linear unitary operator space $\left\{\Omega_{i}\right\}$ in which the dynamical evolution of a complex system is described in terms of its Heisenberg equations of motion. At the time $t=0$, a separation is made of the fundamental set of operators into macroscopically relevant $\left\{x_{i}\right\}$ and irrelevant $\left\{y_{i}\right\}$ variables, using e.g. a time scale argument. An arbitrary operator can be split into relevant and irrelevant parts

$$
\begin{equation*}
\Omega=\underset{\mathrm{i}}{\mathrm{Z}}\left\langle\left\langle\mathrm{x}_{\mathrm{i}} \Omega\right\rangle \mathrm{x}_{\mathrm{i}}+\underset{\mathrm{j}}{\Sigma}\left\langle\mathrm{Y}_{\mathrm{j}} \Omega\right\rangle \mathrm{Y}_{\mathrm{j}}\right. \tag{85}
\end{equation*}
$$

where the angular brackets indicate the scalar product of this space. By the time evolution of $\Omega$

$$
\begin{equation*}
\dot{\Omega}=\frac{i}{\hbar}[H, \Omega] \tag{86}
\end{equation*}
$$

relevant and irrelevant parts become mixed and a separation at a finite time will reveal that the projections in the relevant and irrelevant subspaces will have changed.

Formally we can separate these parts in the time evolution of $\Omega$ by introducing the projection operators II and $A=1-\Pi$ which allows us to write eq. (85) in the following form:

$$
\begin{equation*}
\Omega=\pi \Omega+\AA \Omega \tag{87}
\end{equation*}
$$

By formal integration of eq. (86) we obtain the wellknown generalized Langevin equation (20)

$$
\begin{equation*}
\dot{x}_{i}=i L_{i j} x_{j}-\int_{0}^{t} \Gamma_{i j}\left(t-t^{\prime}\right) x_{j}\left(t^{\prime}\right) d t^{\prime}+F_{i}(t) \tag{88}
\end{equation*}
$$

with

$$
\begin{align*}
& L_{i j}=\left\langle L x_{i}(0), x_{j}(0)\right\rangle  \tag{89}\\
& \Gamma_{i j}=\left\langle L \exp i \not f L\left(t-t^{\prime}\right) \text { II } L x_{i}(0), x_{j}(0)\right\rangle  \tag{90}\\
& F_{j}(t)=i \exp i f L t \text { AL } x_{j}(0) \tag{91}
\end{align*}
$$

For the special definition of a scalar product with respect to which $L$ is a symmetric operator, we can give the integral kernel $\Gamma_{i j}$ an intuitive interpretation $(20),(21)$ - as the "correlation function" of the fluctuating forces $\mathrm{F}_{\mathrm{i}}$ :

$$
\begin{equation*}
\Gamma_{i j}\left(t-t^{\prime}\right)=\left\langle F_{i}(t) F_{j}\left(t^{\prime}\right)\right\rangle \tag{92}
\end{equation*}
$$

So far the result is exact but the kernel $\Gamma_{i j}$ can be calculated exactly only for linear processes. If we evaluate e.g. in BornMarkoff approximation the integral kernel 5 , this term will lead to dissipation, while the "rest" $F_{i}(t)$, which has only components in the irrelevant subspace for all times $t$, is identified with the fluctuating force, giving eq. (88) the formal appearance of the classical Langevin equations.
The physical motivation behind this separation into relevant and irrelevant subspaces is based on the assumption that the time scale of the irrelevant variables is essentially shorter than for the relevant ones. Under this assumption, the fluctuating forces have no memory
and are assumed to be $\delta$-correlated.

$$
\begin{equation*}
\left\langle F_{i}(t) F_{j}\left(t^{\prime}\right)\right\rangle=T_{i j} \delta\left(t-t^{\prime}\right) \tag{93}
\end{equation*}
$$

The matrix $L_{i j}$ describes the coherent part of the interaction, i.e. the reversible time evolution described by the system Hamiltonian alone.

So far, we have essentially disregarded in our calculation the irrelevant degrees of freedom and have only dealt with this coherent term $L_{i j}$.

For a realistic formulation of the many particle problems described so far, however, we have to add the dissipative terms $\Gamma$ to our previous description, and in order to guarantee the quantum mechanical consistency of the equations we have to add the fluctuating forces $F$. These forces, which are quantum mechanical in nature, prevent that a dissipative quantum system relaxes to a totally classical state. If the ensemble of the eliminated variables is assumed to be in thermal equilibrium with the zero temperature heat bath, the fluctuating forces describe pure quantum fluctuations In general, however, they may contain the thermally imposed fluctuations as well. Macroscopic systemsoften are also subject to strong nonthermal noise sources which often can be the dominant contribution to the fluctuations.

In quantum optics there exists an important and elementary problem the Resonance Fluorescence - which demonstrates the fundamental importance of fluctuations for the understanding of the light-matter interaction in a very elucidatory way. We will derive the general features of this phenomenon here, because it gives an intuitive and physical picture of the role of fluctuations.

The basic question of resonance fluorescence is: What are the spectral properties of the fluorescence light emitted by an ensemble of independent atoms which are continuously driven by a coherent external light source?

Under the approximation of a classical driving field, where the phenomenon is entirely linear, this problem has been solved first by Mollow ${ }^{(22)}$, correcting the generally believed wrong picture of this effect ${ }^{(23)}$. In this first derivation the classical Bloch equations have been used in connection with the Quantum Regression Theorem ${ }^{(24)}$. Here we want to describe the problem in terms of the quantum mechanical Bloch equations which are of the form eq. (35-37), supplemented by fluctuating forces. This approach is physically equivalent with the previous one, but allows an intuitive understanding of the role of the fluctuating forces.

$$
\begin{align*}
& \dot{P}^{+}=\left(i \Omega-\frac{1}{T_{2}}\right) P^{+}-2 i g W E^{*}  \tag{94}\\
& \dot{W}=-\frac{1}{T_{1}}\left(W-\Gamma_{0}\right) \tag{95}
\end{align*}
$$

where $E^{*}=E_{O} \exp i \omega_{0} t$ is the amplitude of the coherent external field, and $P^{+}=P_{2,1}, W=P_{2,2}-P_{1,1}, W_{o}$ is the equilibrium population difference in the absence of the external field E. The spatial phase factors have been dropped because we are interested in the incoherent fluorescence field which is a single atom effect. The operators $\Gamma^{ \pm}, \Gamma_{o}(6),(25)$ describe the fluctuations associated with spontaneous emission. The induced atomic polarization $\mathrm{P}^{ \pm}(\mathrm{t})$ is the source of the fluorescence light which is emitted from the sample in all directions. The spectral profile of the emitted field is proportional to the steady state polarization correlation function

$$
\begin{equation*}
\left.S(\omega)=\frac{1}{2 \pi} \quad \lim _{t \rightarrow \infty} \int_{-\infty}^{\infty} e^{i \omega \tau}<P^{+}(t+\tau) P^{-}(t)\right\rangle \quad d \tau . \tag{96}
\end{equation*}
$$

where $\mathrm{P}^{ \pm}(\mathrm{t})$ is determined by the Langevin equations eq. (94), (95) (6). As this system of evolution equations is linear, it can be handled in an elementary and straightforward way.

Before we formulate the exact solution of the problem, we would like to discuss for a moment the result which is obtained when the fluctuating forces in eq. (94) and eq. (95) are neglected in order to demonstrate the effect of the fluctuations.

Without the inhomogeneities, these equations are identical with the semiclassical eq. (35-37) and have formally the same solutions. The wellknown time evolution of the Bloch equation consists of an oscillatory relaxation from the given "initial condition" - which here are the operators in the Schrödinger picture - towards the unique steady state solution which oscillates at the frequency of the external field. Formally we can express this result in the following form:

$$
\begin{equation*}
P^{+}(t)=T\left(P^{ \pm}(0), W(0),\left\{z_{i}\right\}, t\right)+P_{\infty}^{+} e^{i \omega_{0} t} \tag{97}
\end{equation*}
$$

where $T$ describes the transient relaxation

$$
\lim _{t \rightarrow \infty} T(t)=0
$$

and $\mathrm{P}_{\infty}^{+}$is the steady state amplitude eq. (44), independent of the initial condition and therefore a pure c-number contribution. The spectral distribution obtained in this approximation solely reflects the $\delta$-function distribution of the incoming classical laser field

$$
\begin{equation*}
S(\omega)=P_{\infty}^{+} P_{\infty}^{-} \delta\left(\omega-\omega_{0}\right) \tag{98}
\end{equation*}
$$

and does not contain any specific information on the properties of the scattering atomic ensemble.

Already from a fundamental point of view it is obvious that this result has to be wrong, because by neglecting the fluctuating forces we allow the system to relax from a quantum mechanical initial state to a purely classical state, where the operators assume c-number values and therefore commute in the asymptotic limit $t \rightarrow \infty$.

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left[P^{+}(t), P^{-}(t)\right]=0 \tag{99}
\end{equation*}
$$

The fluctuating forces, however, prevent the system from settling down to the classical stationary state and conserve the quantummechanical properties.
If we interprete the noise operators $\Gamma^{ \pm}, \Gamma_{o}$ for a moment naively just as continuous random perturbations that act on the system, then we expect that the system is forced to undergo continuous transient relaxations (similar to those in"optical coherent transients"described in appendix A) and will emit a spectrum which is characterized by the eigenvalues $z_{i}$ eq. (42) $i=1,2,3$.

The three eigenvalues - one real and two in general conjugate complex - then are expected to give rise to a three peaked spectrum with one unshifted peak at the frequency position of the external field and two side bands. All three peaks will have to be of finite width, reflecting the relaxation constants $\left(\mathrm{T}_{1}^{-1}, \mathrm{~T}_{2}^{-1}\right)$ of the atomic ensemble.

We will show now that these somewhat naive arguments already give us the correct picture of the phenomenon of resonance fluorescence.

The eq. (94) and eq. (95) are solved easily in terms of the Laplace transform, e.g.

$$
\begin{align*}
\mathrm{P}^{+}(z)= & \mathrm{f}^{-1}(z)\left(\left(z+\frac{1}{T_{1}}\right)\left(z+i \Delta+\frac{1}{T_{2}}\right)+\frac{1}{2} g^{2} E_{\mathrm{O}}^{2}\right) \Gamma^{+}(z) \\
& -i 2 g E_{\circ} f^{-1}(z)\left(z+i \Delta+\frac{1}{T_{2}}\right) \Gamma^{\circ}(z) \\
& +2 g^{2} E_{o}^{2} f^{-1}(z) \Gamma^{-}(z)+\frac{1}{z} P_{\infty}^{+}+\cdots \tag{100}
\end{align*}
$$

where the dots stand for all the terms which are not of interest here because they approach zero in the limit $t \rightarrow \infty . P^{+}(z)$ is the Laplace transform of $P^{+}(t) \exp -i \omega_{o} t, f(z)$ is defined in eq. (42) the zero's of $f$ are the eigenvalues of the Bloch problem.

As the steady state correlation function eq. (96) is constructed in the limit $t \rightarrow \infty$, we have to collect only the contributions which survive this limiting procedure, and obtain the following result in a straightforward way:

$$
\begin{equation*}
S(\omega)=\left|P_{\infty}\right|^{2} \delta\left(\omega-\omega_{0}\right)+\sum_{l=1}^{3} \frac{D_{1}}{\left(\omega-\omega_{0}\right)^{2}+z_{1}^{2}} \tag{101}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathrm{D}_{1}=\frac{\left(2 g \mathrm{E}_{0}\right)^{4}}{8 \Pi \mathrm{~T}_{1}} \frac{\left(\frac{1}{\mathrm{~T}_{1}}\right)^{2}+\left(g \mathrm{E}_{0}\right)^{2}-z_{1}^{2}}{\Delta^{2}+\left(\frac{1}{\mathrm{~T}_{2}}\right)^{2}+\left(g \mathrm{E}_{0}\right)^{2}}\left(z_{1}^{2}-z_{1+1}^{2}\right)^{-1}\left(z_{1}^{2}-z_{1-1}^{2}\right)^{-1} \tag{102}
\end{equation*}
$$

The only additional informations used are the correlation functions of the fluctuating forces which can be taken from the literature (6), (25)

In addition to the coherent $\delta$ peak we find a sum of three Lorenzian lines which are caused by the fluctuation. In order to show that this correction to the simple minded calculation does not describe at
all a negligible feature, we will simplify eq. (101) for the case of a strong driving field:

$$
\begin{equation*}
\mathrm{gE} \mathrm{O}_{\mathrm{o}} \gg \mathrm{~T}_{1}^{-1}, \mathrm{~T}_{2}^{-1}, \Delta \tag{103}
\end{equation*}
$$

and obtain

$$
\begin{align*}
S(\omega)= & \left(2 g E_{o}\right)^{-2}\left(\Delta^{2}+\left(\frac{1}{T_{2}}\right)^{2}\right) \delta\left(\omega-\omega_{o}\right) \\
& +\frac{1}{4 \Pi} \frac{T_{2}^{-1}}{\left(\omega-\omega_{o}\right)^{2}+\left(\frac{1}{T_{2}}\right)^{2}}  \tag{104}\\
& +\frac{3}{16 \Pi} \frac{T_{2}^{-1}}{\left(\omega-\omega_{0}-2 \mathrm{gE}_{0}\right)^{2}+\left(\frac{3}{2 T_{2}}\right)^{2}}+\frac{3}{16 \Pi} \frac{T_{2}^{-1}}{\left(\omega-\omega_{0}+2 \mathrm{gE}_{0}\right)^{2}+\left(\frac{3}{2 \mathrm{~T}_{2}}\right)^{2}}
\end{align*}
$$

At first, this may be a somewhat surprising result because it is just the coherent part of the spectrum which disappears in the limit eq. (103) of a strong external field. However, when we go back to the semiclassical Bloch equations we find that this tendency is obviously due to the familiar saturation behaviour of the twolevel system.

We feel that this is an excellent example to demonstrate in a very transparent way the importance of fluctuation because

1. the problem is linear and can therefore be solved exactly by analytical methods;
2. the inclusion of fluctuations leads to a qualitatively different prediction from the semiclassical result;
3. there exists a conceptionally important limiting case, at least theoretically, where the fluctuation-induced part dominates the result;
4. the theoretical predictions have been verified experimentally ${ }^{(26)}$

## b) Fokker-Planck Equation

The Langevin picture is only one formalism used in quantum statistics to describe the dynamics of small systems in contact with reservoirs. Other methods to eliminate the irrelevant variables are based e.g. on the density operator $\rho$ and derive for its relevant part an effective irreversible equation of motion (6), (18), (19). Depending on the special representations used for the density operator, the formal appearance of these equations may be quite different. The use of a generalized Wigner distribution e.g. allows to formulate the time evolution of the relevant variables in terms of a generalized Fokker-Planck equation ${ }^{(6)}$.

In the following chapters we will restrict our discussion primarily on the classical nonlinear dynamics of the fields, subject to classical fluctuations. We will therefore interprete the Heisenberg equation of motion in the previous chapters in terms of classical field equations, and will add classical noise terms and dissipation. In this way we obtain coupled nonlinear Langevin equations of the following structure:

$$
\begin{equation*}
\dot{x}_{i}=K_{i}\left(\left\{x_{j}\right\}\right)+G_{i j}\left(\left\{x_{1}\right\}\right) \quad F_{j}(t) \tag{105}
\end{equation*}
$$

where $X_{i}$ stands for an individual field amplitude and $F_{j}(t)$ for the fluctuating force. Under the assumption that eq. (105) describes a continuous Markoff process with delta-correlated Gaussian forces $\mathrm{F}_{\mathrm{j}}$

$$
\left\langle F_{j}(t) F_{1}\left(t^{\prime}\right)\right\rangle=\delta_{j l} \quad \delta\left(t-t^{\prime}\right)
$$

this process can be formulated in the stochastically equivalent picture of the classical Fokker-Planck equation ${ }^{(27)}$

$$
\begin{align*}
\frac{\partial}{\partial t} P\left(\left\{x_{j}\right\}, t\right)= & -\sum_{i} \frac{\partial}{\partial x_{i}}\left(K_{i}+\frac{1}{2} G_{l j} \frac{\partial G_{i j}}{\partial \mathbf{x}_{l}}\right) P\left(\left\{x_{j}\right\}\right) \\
& +\frac{1}{2} \quad \sum_{i j .} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} G_{i l} G_{j l} P\left(\left\{x_{j}\right\}, t\right) \tag{106}
\end{align*}
$$

for the probability density $P\left(\left\{x_{j}\right\}\right)$. The formal appearance of this equation is that of a continuity equation for a conserved quantity the total probability.

The Langevin equation eq. (105) is in general a nonlinear ordinary differential equation for the field variables $x_{i}$, while the concept of the Fokker-Planck equation is a linear one.

No general methods are known to treat nonlinear equations of the Langevin type, while linear partial differential equations of the form eq. (106) are among the standard problems in mathematical physics.

For the description of nonlinear phenomena, in the following chapters we will therefore only start from the Langevin picture with its intuitive physical interpretation, but will then resort to the Fokker-Planck description when stochastic properties of nonlinear models are to be derived.

If the coefficients of the Langevin equation (105) do not depend explicitely on time, the corresponding Fokker-Planck equation can be written in the form of a nonhermitian eigenvalue problem:

$$
\begin{equation*}
L P_{n}=-\lambda_{n} P_{n} \tag{107}
\end{equation*}
$$

with

$$
P\left(\left\{x_{i}\right\}, t\right)=P\left(\left\{x_{i}\right\}\right) e^{-\lambda t}
$$

subject in general to natural boundary conditions.
The eigenvalues $\lambda$ which can form a partly discrete, partly continuous spectrum, characterize the transient relaxation to the steady state $P_{0}, \lambda_{0}=0$.

For one-dimensional problems and problems which satisfy the condition of detailed balance ${ }^{(28)}$, the steady state distribution can be calculated in a straightforward way:
e.g. for a one-dimensional process we obtain

$$
\begin{equation*}
P_{0}(x)=N G^{-1} \exp 2 \int^{x} \frac{K\left(x^{\prime}\right)}{G^{2}\left(x^{\prime}\right)} d x^{\prime} \tag{108}
\end{equation*}
$$

where the constant N is introduced for normalization.

The condition of detailed balance is always guaranteedfor systems in equilibrium ${ }^{(29)}$, but there are fortunate cases where this condition is also satisfied "accidently" for nonequilibrium systems. This allows to solve for the steady state of some multidimensional nonequilibrium problems as well.

One example is the absorptive optical bistability in adiabatic approximation ${ }^{(30)}$, an example which we will discuss in the next chapter. If detailed balance is not satisfied, one has to resort to approximation schemes even for the solution of the stationary case. We will give an example of an approximation strategy, using as an explicit example the model of dispersive optical bistability. Some basic properties of processes without detailed balance and the mathematical consequences are presented in appendix $B$, together with an outline of a perturbation approach for the weak fluctuation limit.

The general time dependent solution can be expanded in terms of the eigenfunction $P_{n}$ which satisfy the normalization condition

$$
\begin{equation*}
\int P_{n}(x) P_{m}(x) P_{o}^{-1}(x) d x=\delta_{n, m} \tag{109}
\end{equation*}
$$

If the functions $P_{n}$ form a complete basis set, we can write in general

$$
P(x, t)=\sum_{n} \int d x^{\prime} P_{o}^{-1}\left(x^{\prime}\right) P_{n}\left(x^{\prime}\right) P\left(x^{\prime}, t=0\right) P_{n}(x) e^{-\lambda_{n} t}
$$

where $P(x, t=0)$ is the given initial distribution. In order to calculate steady state correlation functions we also need multitime probability distributions subject to the special initial condition $P(x, t=0)=P_{o}$. We find e.g. for the stationary two-time probability distribution

$$
\begin{equation*}
\left.P\left(x_{2} \cdot t_{2 j} x_{1} t_{1}\right)=\sum_{n} \quad P_{n}\left(x_{2}\right) P_{n}\left(x_{1}\right) e^{-\lambda_{n}\left(t_{2}-t_{1}\right.}\right) \tag{110}
\end{equation*}
$$

which allows us e.g. to calculate the correlation function

$$
\begin{equation*}
G(\tau)=\lim _{t \rightarrow \infty}\langle x(t+\tau) x(t)\rangle=\sum_{n} g_{n}^{2} e^{-\lambda_{n} \tau} \tag{111}
\end{equation*}
$$

with $g_{n}=\int_{-\infty}^{\infty} x P_{n}(x) d x$ and the power spectrum as the Fourier transform of $G(\tau)$.

The eigenvalues $\lambda_{n}$ characterize the time scales of the nonlinear diffusion process. If the spectrum is discrete and has well separated eigenvalues $\Delta \lambda=\lambda_{n}-\lambda_{n-1}$, we expect that for time $t \gg \Delta \lambda^{-l}$ the lowest nontrivial eigenvalue already gives a satisfactory estimate of the relaxation time of the stochastic process.

Unfortunately, in many physical important cases the time dependent Fokker-Planck equation resists an exact analytical solution, and approximate solutions have to be found. Problems subject to weak fluctuations away from any critical regions which contain only a single stationary point can well be approximated by a linearized model. However, for situations close to critical points or for multistable systems, i.e. systems which contain metastable points,
the local analysis of a linearized approximation does not give a satisfactory answer to the physical questions, and better approximation methods have to be applied.

For stochastic processes which satisfy the potential condition (27) the eigenvalue problem eq. (107) can be rewritten in terms of a selfadjoint problem for which various approximation schemes have been developed. One of the methods wellknown from the elementary course of quantum mechanics is the variational method of Ritz. This method is quite generally applicable,asitdoes not rely on additional assumptions on the parameters of the model, as e.g. the WKB Method. Another advantage is that the variational ansatz gives a rigorous upper bound for the eigenvalue $\lambda_{n}$.

For an eigenvalue problem of the Fokker-Planck form we can derive a variational expression which assumes the compact and convenient form ${ }^{(31)}$

$$
\begin{equation*}
\lambda_{n} \leq \frac{\int P_{o}\left(\left\{x_{j}\right\}\right) \frac{\partial S_{n}}{\partial x_{i}} G_{i j} G_{l j} \frac{\partial S_{n}}{\partial x_{l}} d V}{\int P_{o}\left(\left\{x_{j}\right\}\right) S_{n}^{2} d V} \tag{112}
\end{equation*}
$$

where $S_{n}$ is a suitably chosen variational test function which satisfies additional orthogonality relations as e.g.

$$
\begin{equation*}
\int S_{1}\left(\left\{x_{i}\right\}\right) \quad P_{o}\left(\left\{x_{i}\right\}\right) d V=0 \tag{113}
\end{equation*}
$$

The summation convention is implied.

For a one-dimensional problem with a constant diffusion coefficient $G^{2}=\frac{1}{2} Q$ we can rewrite the eq. (112) for the first variational eigen value in the rather compact form

$$
\begin{equation*}
\lambda_{1} \leq \frac{Q}{2}\left\langle S_{1}^{\prime 2}\right\rangle /\left\langle S_{1}^{2}\right\rangle \tag{114}
\end{equation*}
$$

where the angular brackets denote the average over the stationary distribution $\mathrm{P}_{\mathrm{o}}$.

For a one-dimensional problem with the steady state $P_{o}(x)$ the relation eq. (113) can be satisfied e.g. by using $S_{1}(x)=x-\langle x\rangle$.

With this simple ansatz for $S_{n}$ we obtain the following result:

$$
\begin{equation*}
\lambda_{1} \leq \frac{Q}{2} K_{2}^{-1} \tag{115}
\end{equation*}
$$

where $K_{2}$ is the second cumulant of the process defined by

$$
\mathrm{K}_{2}=\left\langle\mathrm{x}^{2}\right\rangle-\langle\mathrm{x}\rangle^{2}
$$

This result seems to be quite reasonable from an intuitive physical point of view.

If the Langevin equation of motion is controlled by a given external field amplitude $y$ through the following linear dependence

$$
\begin{equation*}
x=k(x)+g(x) y+F(t) \tag{116}
\end{equation*}
$$

we can derive with the help of eq. (108) and (115) some practically helpful relations.

The deterministic approximation of the process eq. (116) has the stationary solution $x=x_{o}$ defined by

$$
\begin{equation*}
k\left(x_{0}\right)+g\left(x_{0}\right) y=0, \quad x_{0}=x_{0}(y) \tag{117}
\end{equation*}
$$

the local stability of which is characterized by the sign of the curvature of the effective potential

$$
\begin{align*}
u(x)= & \int\left(k\left(x^{\prime}\right)+g\left(x^{\prime}\right) y\right) d x^{\prime}=u_{o}+y \cdot f \\
& -\lambda=\frac{d K}{d x}+\left.y \frac{d g}{d x}\right|_{x=x_{0}} \tag{118}
\end{align*}
$$

taken at the stationary point ( $\lambda>0$ locally stable, $\lambda<0$ locally instable).

A linearized solution of the stochastic eq. (116) reveals $\lambda$ as the slowest relaxation rate for the local decay. Inserting (117) into (118) we find

$$
\begin{equation*}
\lambda=g\left(x_{0}\right) \frac{\partial y}{\partial x_{0}} \tag{119}
\end{equation*}
$$

or with the relation $f^{\prime}(x)=g(x)$

$$
\begin{equation*}
\lambda^{-1}=g^{-2}\left(x_{0}\right) \frac{d f\left(x_{0}\right)}{d y} \tag{120}
\end{equation*}
$$

If for the variational principle eq. (114) we choose the testfunction

$$
S=f(x)-\langle f\rangle
$$

we obtain

$$
\begin{equation*}
\lambda_{1}^{-1} \geq \frac{\left\langle f^{2}\right\rangle-\langle f\rangle^{2}}{\left\langle g^{2}\right\rangle}=\frac{1}{\left\langle g^{2}\right\rangle} \frac{d\langle f\rangle}{d y} \tag{121}
\end{equation*}
$$

where we used the evident relation

$$
\begin{equation*}
\frac{d}{d y}\langle f\rangle=\left\langle f^{2}\right\rangle-\langle f\rangle 2 \tag{122}
\end{equation*}
$$

The formal resemblance of the two results is obvious:
deterministic time constant $\quad \tau_{\operatorname{det}}=\lambda^{-1}=\frac{1}{g^{2}} \frac{d f}{d y}$
variational lower bound for the relaxation time

$$
\begin{equation*}
\tau_{\operatorname{var}}=\lambda_{1}^{-1} \geq \frac{1}{\left\langle g^{2}\right\rangle} \frac{d\langle f\rangle}{d y} \tag{124}
\end{equation*}
$$

In the limit of weak fluctuations $Q \rightarrow O$, we are tempted to expect that the two results coincides:

$$
\lim _{Q \rightarrow 0} P_{0}(x) \rightarrow \delta\left(x-x_{0}\right), \quad \tau_{\operatorname{det}}={ }^{\tau} \operatorname{var}
$$

But this is the case only for problems away from critical points or with only a single stationary point $x_{o}$. For multistable problems the definition eq (ll9) is not unique, and $P_{o}(x)$ does not necessarly collapse into a single $\delta$-function peak. In these cases we expect even in the weak fluctuation limit considerable differences between the deterministic and the stochastic approach. An example of this behaviour is the optical bistability which we will discuss in chapter E.

With the help of these formal results we will describe in the following chapter various aspects of nonlinear phenomena under the special aspect of fluctuations.

We will now combine the concepts of the two preceeding paragraphs in order to discuss nonlinear optical phenomena under the influence of internal and external noise. For macroscopic systems one might expect that fluctuations are extremely weak and not essential for the description of physical processes. If the system under consideration is in a globally stable state, the statistical nature of the macroscopic dynamics is indeed of minor importance and can safely be neglected. When, however, by changing e.g. some external parameters the state of the system approaches its limits of stability, large excursions about the deterministically described values may occur, and fluctuations are enhanced up to a degree where they play an essential role for the understanding of the macroscopic evolution. Equilibrium phase transitions are one class of examples - another class of phenomena consists of the various phase transition analogs that have been found in nonequilibrium systems. Nonlinear quantum optical processes are some of the most widely discussed examples of nonequilibrium systems that undergo phase transition (33), (34). The most wellknown example among the optical processes is the singlemode laser ${ }^{(6)}$. Here we will, however, restrict ourselves to the special processes in nonlinear optics. Most instabilities that have been found in this field are bearing a strong resemblance to the critical behaviour of a second order phase transition (33), (34). Quite recently, however, instabilities have been found which contain regions of metastability and exhibit hysteresis cycles somewhat analogous to first order phase transitions (35-38).

Multistable optical devices may prove to be practically important in the field of information processing, due to their fast time response. On the other hand, multistable or metastable systems are of special interest in connection with fluctuations.

In this chapter, we will now discuss the most important nonlinear processes separately under the influence of classical and quantum noise.

## 1) Parametric Oscillators

We consider a nonlinear crystalline medium with a strong second order susceptibility responsible for three-wave mixing, contained in an optical cavity and pumped from the outside by a coherent external field. The finite lifetime of the photons in the cavity is governed by the index of reflection $R(w)$.

The quantum mechanical Langevin equations for these processes can be written in the form

$$
\begin{align*}
& \dot{b}_{1}^{+}=\left(i \omega_{1}-x_{1}\right) b_{1}^{+}+i g b_{3}^{+} b_{2}+F_{1}^{+} \\
& \dot{b}_{2}^{+}=\left(i \omega_{2}^{-x_{2}}\right) b_{2}^{+}+i g b_{3}^{+} b_{1}+F_{2}^{+} \\
& \dot{b}_{3}^{+}=\left(i \omega_{3}-x_{3}\right) b_{3}^{+}+i g^{*} b_{1}^{+} b_{2}^{+}+F_{3}^{+}+x_{3} P^{+} e^{i \omega_{3} t} \tag{125c}
\end{align*}
$$

where we supplemented the eq. (57) and eq. (62) by the photon damping constant $x_{i}=\frac{C}{L}\left(1-R\left(\omega_{i}\right)\right)$ and the corresponding fluctuating forces:

$$
\left\langle F_{i}(t) F_{j}^{+}\left(t^{\prime}\right)\right\rangle=2 \mu_{i} \delta_{i j}\left(1+n_{t h}\left(\omega_{i}\right)\right) \delta\left(t-t^{\prime}\right)
$$

The field $b_{3}$ is coupled to an external coherent laser source. This coupling is simulated by the force term $P$ in order to circumvent the delicate boundary value problem. A finite pump amplitude $P$ will prevent the field $b_{3}$ from decaying to zero. To simplify the calculation, we will assume energy conservation:

$$
\hbar_{\omega_{3}}=\hbar \omega_{1}+\hbar \omega_{2}
$$

We will find that this system eq. (125) possesses a critical threshold region. Below threshold only the laser field $b_{3}$ has the properties of a quasi-coherent field while the subharmonic fields $\mathrm{b}_{1}$ and $\mathrm{b}_{2}$ can be characterized by low intensity noise. In this region, we will describe the field $b_{3}$ as a classical variable but use a quantum formulation for $b_{1}$ and $b_{2}$ in order to account for the quantum noise. The quantum nature of the relevant fluctuations will show some unexpected peculiarities.

Above the threshold all three fields are partially coherent, and the process is essentially classical.

## a) Quantum Fluctuations Below Threshold

We eliminate the rapid oscillations by the transformation

$$
b_{j}^{+}=\tilde{b}_{j}^{+} \exp i \omega_{j} t, \quad F_{j}^{+}=\tilde{F}_{j}^{+} \exp i \omega_{j} t
$$

(no confusion will arise, when we drop the tilde again for simplicity)

Below threshold the so called signal $b_{1}$ and idler $b_{2}$ fields remain weak, and the field $b_{3}$ is entirely controlled from the outside source. This condition has to be confirmed selfconsistently at the end of the calculation. We replace

$$
\mathrm{b}_{3}^{+} \leadsto \mathrm{P}^{+}
$$

and obtain the following closed linear system of equations for the Heisenberg operators $b_{1}^{+}(t), b_{2}(t)$ with fluctuations.

$$
\begin{align*}
& \dot{b}_{1}^{+}=-\mathrm{r}_{1} \mathrm{~b}_{1}^{+}+\mathrm{i} g \mathrm{p}^{+} \mathrm{b}_{2}+\mathrm{F}_{1}^{+} \\
& \dot{\mathrm{b}}_{2}=-\mathrm{r}_{2} \mathrm{~b}_{2}-\mathrm{i} g \mathrm{p}^{-} \mathrm{b}_{1}^{+}+\mathrm{F}_{2} \tag{126}
\end{align*}
$$

As these equations are ordinary linear differential equations, they can be solved by the standard analytical methods for c-numbers, bearing in mind only that the initial values are given by the operators $b_{1}^{+}, b_{2}$ in the schrödinger picture.

The eigenvalues of this homogeneous system are given by (39)

$$
\begin{equation*}
\lambda_{1,2}=-\frac{1}{2}\left(x_{1}+x_{2}\right) \pm \frac{1}{2}\left(\left(x_{1}-x_{2}\right)^{2}+4 x_{1} x_{2} \frac{|\mathrm{P}|^{2}}{\mathrm{P}_{\mathrm{C}}^{2}}\right)^{1 / 2} \tag{127}
\end{equation*}
$$

where we introducedthe threshold power $P_{C}^{2}=g^{-2} x_{1} x_{2}$. If $|P|$ approaches $P_{c}$ from below, one of the eigenvalues approaches zero, marking the limit of stability of the low intensity solution, i.e. the linearization approximation.

The stationary correlation function characterizing the power spectrum

$$
\begin{equation*}
G(\tau)=\lim _{t \rightarrow \infty}\left\langle b_{1}^{+}(t+\tau) \quad b_{1}(t)\right\rangle \tag{128}
\end{equation*}
$$

is a linear functional of the correlation function of the random forces $\mathrm{F}_{1}^{+}$and $\mathrm{F}_{2}$ and their hermitian conjugates

$$
\begin{equation*}
G(\tau)=F\left\{<F_{i}^{+}\left(t^{\prime}\right) F_{i}\left(t^{\prime \prime}\right)>\right\} \tag{129}
\end{equation*}
$$

At optical frequencies the thermal noise can safely be neglected, and all normal order correlation functions of the fluctuating forces vanish. Obviously the quantum noise of the idler field $b_{2}, b_{2}^{+}$is therefore responsible for the fluctuations of the signal field $b_{1}, b_{1}^{+}$ while the fluctuations of this field itself have no effect on normally ordered correlations.

The solution of the eq. (126) is most easily obtained by Laplace transform and yields

$$
\begin{equation*}
G(\tau)=\frac{x_{1} \mu_{2}^{2} q^{2}}{\lambda_{2}^{2}-\lambda_{1}^{2}}\left(\frac{1}{\lambda_{1}} e^{\lambda_{1}} 1^{\tau}-\frac{1}{\lambda_{2}} e^{\lambda_{2}}\right) \tag{130}
\end{equation*}
$$

which leads to a spectral distribution of the following form

$$
\begin{equation*}
G(\omega)=\frac{2}{\sqrt{2 \Pi}} x_{1} x_{2}^{2} q^{2}\left(\omega^{2}+\lambda_{1}^{2}\right)^{-1}\left(\omega^{2}+\lambda_{2}^{2}\right)^{-1} \tag{131}
\end{equation*}
$$

where $q=\frac{|P|}{P_{C}}$ is the external pump power normalized on the threshold value.

Close to the transition point $q=1$ the spectrum consists only of a single narrow Lorenzian line with the width $\Delta=\left|\lambda_{1}\right|$, which vanishes at the threshold.

The intensity of the random signal field is given by
and diverges at the critical pump power $q=1$. For the degenerate case $x_{1}=x_{2}=x$ we obtain the simplified results
linewidth

$$
\begin{equation*}
\Delta=\frac{\mu}{1+\left\langle\mathrm{b}_{1}^{+} \mathrm{b}_{1}\right\rangle}\left(1+\sqrt{\frac{\left\langle\mathrm{b}_{1}^{+} \mathrm{b}_{1}\right\rangle}{1+\left\langle\mathrm{b}_{1}^{+} \mathrm{b}_{1}\right\rangle}}\right) \tag{133}
\end{equation*}
$$

photon number $\left\langle b_{1}^{+} b_{1}\right\rangle=q^{2} \cdot\left(1-q^{2}\right)^{-1}$

Well below threshold the signal - and idler fields are qualitatively similar to thermal radiation, but mutually triggered by quantum fluctuation. For a strongly pumped system, the above solutions do no
longer hold but give a qualitative understanding of how quantum fluctuation initiate the transient evolution of an instable system. The exponential growth will not go on forever, and saturation in terms of the depletion of the pumpfield $b_{3}, b_{3}^{+}$will become important and will have to be taken into account. This behaviour is reminiscent of the laser in the threshold region, and indeed a strong analogy between these two effects exists. The laser theory can therefore be reformulated in terms of the parametric oscillator and can give a complete quantum mechanical description as long as the cavity model with the mode picture is used ${ }^{(39)}$. When, however, spatial degrees of freedom play a role, and one is concerned with the phenomena of light propagation, this analogy breaks down ${ }^{(16)}$, due to the different boundary conditions of the two problems.
b) Nonlinear Classical Model

We will not repeat the laser theory here but focus our interest on a special aspect - the role of external fluctuations brought about by the fluctuations of the external driving field. This will be done by using an entirely classical picture for the field amplitude $b_{i}=A_{i} \exp i \omega_{i} t$, and the fluctuations. In order to simplify the nonlinear problem, we will assume that the laser field $A_{3}$ is strongly damped $x_{3} \gg x_{1} x_{2}$ and follows adiabatically the slow variables $A_{1}, A_{2}$. By neglecting the time derivative in eq. (125c) we obtain the algebraic relation

$$
\begin{equation*}
A_{3}^{*}=\frac{1}{x_{3}}\left(i \operatorname{g~A} 1_{1}^{*} A_{2}^{*}+F_{3}^{*}\right)+P_{0}^{*} \tag{135}
\end{equation*}
$$

This assumption reduces the general problem to the four-dimensional problem for the signal - and idler fields alone:

$$
\begin{align*}
& \dot{A}_{1}^{*}=-x_{1} A_{1}^{*}-\frac{g^{2}}{x_{3}}\left|A_{2}\right|^{2} A_{1}^{*}+i g A_{2}\left(P_{0}^{*}+\frac{F_{3}^{*}}{x_{3}}\right)+F_{1}^{*}  \tag{136}\\
& \dot{A}_{2}^{*}=-x_{2} A_{2}^{*}-\frac{g^{2}}{x_{3}}\left|A_{1}\right|^{2} A_{2}^{*}+i g A_{1}\left(P_{0}^{*}+\frac{F_{3}^{*}}{x_{3}}\right)+F_{2}^{*} \tag{137}
\end{align*}
$$

We neglect for a moment the fluctuations in the driving field $\mathrm{F}_{3}=0$ and assume equal damping of the fields $A_{1}, A_{2},{ }^{\mu_{1}}={ }_{\mu_{2}}$.

$$
\left\langle F_{i}(t) F_{i}\left(t^{\prime}\right)\right\rangle=Q \delta\left(t-t^{\prime}\right)
$$

In this case the stationary Fokker-Planck equation corresponding to the Langevin equation (136), (137) is solved in a straightforward way, and we obtain

$$
\begin{equation*}
P\left(\left\{A_{i}, A_{i}^{*}\right\}\right)=\exp -\frac{1}{Q} u\left(\left\{A_{i}, A_{i}^{*}\right\}\right) \tag{138}
\end{equation*}
$$

with the potential ${ }^{(40)}$

$$
\begin{equation*}
u=x \sum_{i=1}^{2}\left|A_{i}\right|^{2}+i g\left(P_{0}^{*} A_{1} A_{2}-c . c .\right)+\frac{g^{2}}{x_{3}}\left|A_{1}\right|^{2}\left|A_{2}\right|^{2} \tag{139}
\end{equation*}
$$

which governs at the same time the deterministic equations of motion in the following way

$$
\begin{equation*}
\dot{A}_{i}^{*}=-\frac{\partial u}{\partial A_{i}} \tag{140}
\end{equation*}
$$

For the pump intensity $|p|^{2}$ below threshold eq. (138) has a single peak at the origin describing the noisy signals below threshold. Above threshold the stationary distribution has an extremum in the four-dimensional space at

$$
\begin{equation*}
\left|A_{i}\right|^{2}=\frac{x x_{3}}{g^{2}}(q-1) \tag{141}
\end{equation*}
$$

and

$$
\arg \left(P_{0}^{*}+A_{1}+A_{2}\right)=\Pi / 2
$$

which is continuously degenerate with respect to the phase difference $\arg \left(A_{1}-A_{2}\right)$. This is interpreted as phaselocking for the sum of the field phases to the external field, while the phase difference diffuses freely analogous to a one-dimensional random walk process. This phenomenon is well known from the phase diffusion of the single mode laser above threshold.

The description in the four-dimensional phase space of signal and idler does not give immediately an intuitive and simple picture of the process. We will therefore go one step further and eliminate also the idler field adiabatically by assuming that the idler field is strongly damped as well $\mu_{2} \gg x_{1}$, and arrive at the following twodimensional model:

$$
\begin{equation*}
\dot{A}_{1}^{*}=d A_{1}^{*}-b\left|A_{1}\right|^{2} A_{1}^{*}+\tilde{F}_{1}^{*}+A_{1}^{*} \tilde{F}_{2}^{*} \tag{142}
\end{equation*}
$$

where

$$
\begin{equation*}
d=x_{1}\left(q^{2}-1\right) \quad \text { and } \quad b=g^{2} \frac{x_{1}}{x_{2} x_{3}} q^{2} \tag{143}
\end{equation*}
$$

The $\tilde{F}_{i}$ are collections of the various fluctuating forces $F_{i}$. If we neglect the multiplicative noise source $\tilde{F}_{2}$, the model eq. (142) is identical with the model of the single mode laser in adiabatic approximation, and all the fundamental results from the laser theory apply here as well (6), (28), (40). In contrast to this approach we now want to assume that the additive noise source is of negligible strength compared to the multiplicative one. This can be substantiated by the fact that the multiplicative force $F_{2}$ contains the fluctuations of the driving laser field, the strength of which can in principle be controlled externally.

By these arguments we are motivated to discuss the properties of the following multiplicative stochastic model(41), (42).

$$
\begin{equation*}
\dot{A}=\mathrm{dA}-\mathrm{b}|\mathrm{~A}|^{2} \mathrm{~A}+\mathrm{AF} \tag{144}
\end{equation*}
$$

and assume for the fluctuating forces:

```
<Re F(t) ReF(t')>=Q Q (t-t'')
```

$\left\langle\operatorname{Im} F(t) \operatorname{Im} F\left(t^{\prime}\right)\right\rangle=Q \delta\left(t-t^{\prime}\right)$

It is possible to solve this problem exactly by means of analytical methods when we express this process by the stochastically equivalent Fokker-Planck equation (41), (42).

$$
\begin{equation*}
\frac{\partial P}{\partial t}=\frac{1}{r} \frac{\partial}{\partial r}\left[r\left(d r-b r^{3}-\frac{Q}{2} \frac{\partial}{\partial r} r^{2}\right) P\right]+\frac{Q}{2} \frac{\partial^{2}}{\partial \varphi^{2}} P \tag{146}
\end{equation*}
$$

where polar coordinates have been used: $A=r \exp -i \varphi$

The general result

$$
\begin{equation*}
P(r, \varphi, t)=\sum_{n, m} C_{n}^{m} P_{n}^{m}(r) e^{i m \varphi} e^{-\lambda \frac{m}{n} t} \tag{147}
\end{equation*}
$$

subject to natural boundary conditions, i.e. $\lim _{r \rightarrow \infty} P(r)=0$ is obtained by standard methods.

For the discrete branch of eigenfunctions we find

$$
\begin{equation*}
P_{n}^{m}(r)=N r^{-2+2(d / Q-n)} e^{-\frac{b}{Q} r^{2}} \quad F_{1}\left(-n, \frac{d}{Q}-2 n+1, \frac{b r^{2}}{Q}\right) \tag{148}
\end{equation*}
$$

with the corresponding eigenvalues

$$
\begin{equation*}
\lambda_{n}^{m}=\frac{1}{2} m^{2} Q+2 n Q \underset{Q}{\underset{Q}{( }-n)} \tag{149}
\end{equation*}
$$

subject to the restriction $\frac{d}{Q}>2 n$. N is determined by the normalization condition. In addition we find a continuous branch in the spectrum of decay rates $\lambda$.

An experimentally observable quantity is the two-time correlation function which - with the general expression of chapter $D$, eq. (110) (111) - can be written in the following form:

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\langle A^{*}(t+\tau) A(t)\right\rangle=\sum_{n}\left(g_{n}^{1}\right)^{2} e^{-\lambda_{n}^{1} \tau} \tag{150}
\end{equation*}
$$

with

$$
\begin{equation*}
g_{n}^{1}=\int P_{n}^{1}(r) r^{2} d r \tag{151}
\end{equation*}
$$

We notice a drastic difference between the multiplicative process here and the analogous additive one like e.g. the single mode laser. While with increasing pump rate the phase diffusion in the case of the laser slows down continuously, leading to the well known line narrowing effect above threshold, here the corresponding relaxation rate remains essentially constant. In other words: The fluctuations of the external driving field set a lower bound to the line width of the parametric process. With increasing pump power the average field amplitude increases, and so does the effective strength of the fluctuations which then balancesexactly the line narrowing effect, well known for cases of phase diffusion with additive noise.

## 2) Subharmonic Generation

The effect of subharmonic generationis the special case of a degenerate parametric oscillator with identical signal and idler frequencies $\omega_{1}=\omega_{2}$. Therefore it would be superfluous to add here a chapter about this effect, because not very much new could be learned on top of what we already know from the previous paragraph.

Here we would like to emphasize however, a new aspect of subharmonic generation which comes about when both modes are pumped simultaneously by coherent or partially coherent external laser fields. This device can operate in two different states and can be switched between these states by external means. The occurence of metastable states and hysteresis is new in connection with parametric processes described so far, and bears a strong resemblance to first order phase transitions (43), (44).

We consider the nonlinear coupling of two waves of frequency $\omega_{1}$ and $\omega_{2}$ via a nonlinear medium in an optical cavity. The coherent pump field $\mathrm{P}_{2}$ at the fundamental frequency $\omega_{2}$ provides the pump necessary to establish subharmonic oscillations, while the additional pump $P_{1}$ is used to control the subharmonic bistability. We eliminate the fundamental field $A_{2}$ by an adiabatic assumption $x_{2} \gg x_{1}$ and obtain the following Langevin equation for the subharmonic field:

$$
\begin{align*}
\dot{A}_{1}= & -x_{1} A_{1}-\frac{g^{2}}{2 x_{2}}\left|A_{1}\right|^{2} A_{1}+\left(\frac{g}{x_{2}}\right) P_{2} A_{1}^{*}+P_{1} \\
& +F_{1}+\left(\frac{g}{x_{2}}\right) A_{1}^{*} F_{2} \tag{152}
\end{align*}
$$

where the noise forces $\mathrm{F}_{1}, \mathrm{~F}_{2}$ are assumed to be statistically independent and $\delta$-correlated

$$
\begin{equation*}
\left\langle F_{i}(t) F_{j}\left(t^{\prime}\right)\right\rangle=2 Q_{i} \delta_{i j} \delta\left(t-t^{\prime}\right) \tag{153}
\end{equation*}
$$

As the process eq. (152) cannot be solved in full generality, we will restrict ourselves to two special cases:
a) Additive Fluctuations ( $\mathrm{F}_{2}=0$ )

In this case, the process eq. (152) satisfies the condition of detailed balance, and the steady state distribution can be given immediately ${ }^{\text {(44) }}$

$$
\begin{equation*}
P_{o}\left(A_{1}, A_{1}^{*}\right)=N \exp -\frac{1}{Q_{1}} \phi\left(A_{1}, A_{2}^{*}\right) \tag{154}
\end{equation*}
$$

where the potential is given by

$$
\begin{align*}
\phi= & x_{1}\left|A_{1}\right|^{2}-\left(\frac{g}{2 \varkappa_{2}}\right)\left(P_{2} A_{1}^{* 2}+P_{2}^{*} A_{1}^{2}\right) \\
& -\left(P_{1}^{*} A_{1}+P_{1} A_{1}^{*}\right)+\left(\frac{g^{2}}{4 x_{2}}\right)\left|A_{1}\right|^{4} \tag{155}
\end{align*}
$$

In order to discuss the properties of the potential $\phi$ we introduce polar coordinates:

$$
A_{1}=r e^{i \varphi}, \quad P_{1}=r_{1} e^{i \varphi} 1, \quad P_{2}=r_{2} e^{i \varphi}
$$

Without limiting the generality of the calculations we can take the pump $P_{2}$ to be real. For the phase of the pump field $P_{1}$ we discuss two special cases, $\varphi_{1}=0$ and $\varphi_{1}=\frac{\pi}{2}$.
i)

In case $\varphi_{1}=0$ we find two minima of the potential $\Phi$, separated by a saddle point, if the following relations are satisfied:

$$
\begin{equation*}
r_{1}=r_{1,0}^{c}=\left(\frac{8}{27} g\left(r_{2}-r_{2}^{c}\right)^{3} x_{2}^{-3}\right)^{1 / 2} \tag{156}
\end{equation*}
$$

and

$$
r_{2}>r_{2}^{c}=x_{1} x_{2} / g^{2}
$$

The intensities of the two minima are roughly the same, while the phases are $\varphi=0, \varphi=\Pi$. The probability of the inphase component $\varphi=\varphi_{1}=0$ increases with increasing pump amplitude $r_{1}$. If $r_{1}$ is increased beyond the critical value $r_{1,0}^{C}$, the potential has only a single minimum. This result reflects the tendency of the subharmonic field to adjust to the phase of the external pump field $P_{1}$.
ii)

When we choose $\varphi_{1}=\frac{\pi}{2}$, the potential has two minima located at the positions

$$
\begin{equation*}
r^{2}=\frac{1}{g}\left(r_{2}-r_{2}^{c}\right), \quad \sin \varphi=\frac{r_{1}}{r_{2}} \quad \frac{x_{2}}{\sqrt{8 g}}\left(r_{2}-r_{2}^{c}\right)^{-1 / 2} \tag{157}
\end{equation*}
$$

provided that the following condition is met:

$$
r_{1}^{2}<\left(r_{1, \pi / 2}^{2}\right)^{2}=\frac{8 g}{x_{2}^{2}}\left(r_{2}-r_{2}^{c}\right) r_{2}^{2}
$$

The dependence of these minima on the pump power $P_{1}$ is most easily followed in the fig. la-lf given on the next page: We have plotted $P(x, y), x=\operatorname{ReA}_{1} ; y=\operatorname{ImA}_{1}$ for fixed values of $r_{2}$ and for different values of $r_{1}, \varphi_{1}$.

Fig. la - 1c

$$
0<r_{1}<r_{110}^{C}, \quad \varphi_{1}=0
$$

Fig. 1d - 1f

$$
0<r_{1}<r_{\Pi \pi / 2}^{c}, \quad \varphi_{1}=\pi / 2
$$




## b) Additive and Multiplicative Fluctuations

A general solution for the steady state $P_{0}$ has not been found so far. When we recognize, however, the phase locking tendency in these coherent interactions, we may as well discuss the one-dimensional approximation disregarding the phase fluctuations. In this case both pump fields have to be taken in phase.

The potential obtained under this assumption

$$
\begin{align*}
\phi= & \left(\frac{x_{2}^{2}{ }_{1}}{g^{2} Q_{2}}+\frac{1}{2}-\frac{Q_{1}^{\mu_{2}^{3}}}{2 Q_{2}^{2} g^{2}}-\frac{P_{2}{ }_{2}}{g Q_{2}}\right) \ln \left|A_{1}^{2}+\frac{Q_{1} n_{2}^{2}}{Q_{2} g^{2}}\right| \\
& +\frac{x_{2} A_{1}^{2}}{2 Q_{2}}-\frac{2 P_{1} n_{2}}{2 \sqrt{Q_{1} Q_{2}}} \arctan \left(A_{1} \frac{g}{n_{2}} \sqrt{\frac{Q_{2}}{Q_{1}}}\right) \tag{158}
\end{align*}
$$

is a model for the amplitude diffusion under the simultaneous influence of additive and multiplicative noise sources. This potential describes the inphase bistable behaviour, which is qualitatively similar to eq. (155) as long as the multiplicative fluctuations remain weak. For increasing $Q_{2}$, however, the subharmonic oscillations disappear as the multiplicative fluctuations increase the thresholds pump power:

$$
\begin{equation*}
P_{2} \geq{ }^{n_{1}} n_{2} / g^{2}+\frac{g^{2}}{2 n_{2}} Q_{2} \tag{159}
\end{equation*}
$$

This is easily understood in physical terms, when we remember that the noise $Q_{2}$ contains, besides other sources of fluctuations, the noise of the external pump field $\mathrm{P}_{2}$. For a purely incoherent pumpfield, however, subharmonic oscillations cannot be expected, and the result eq. (158) interpolates between the coherent and the incoherent limiting cases.

## 3) Absorptive Optical Bistability

An ensemble of two-level atoms contained in a partially reflecting optical cavity, driven on resonance by an external laser field, exhibits a bistable behaviour with respect to the transmitted field intensity ${ }^{(37)}$. The deterministic equations contain regions with only a single stationary point for small and large pump field intensities, and a domain of multistable stationary points in the region of intermediate intensities. Utilizing the linear stability analysis, the deterministic equations allow to differentiate between e.g. stable and instable stationary points. As the linearization procedure can only make predictions about the local properties, stable points may still turn out to be only metastable when the global dynamics is considered. The inclusion of fluctuations will reveal the global stability properties in a quantitative way, because they provide a mechanism for the relaxation towards a unique equilibrium or steady state distribution even when potential barriers have to be overcome.

How important this distinction between metastable and stable really is from a practical or experimental point of view, depends on the time scale of relaxation.

We will present here a stochastic theory of optical bistability in terms of a simple model ${ }^{(38)}$ which still contains the basic features of the effect.

The steady state solution of the corresponding Fokker-Planck equation will allow us to differentiate between stable and metastable states, while the timedependent solution will give a quantitative estimate on how longlived the metastable states really are.

We start from the Langevin equation (94) and eq. (95) for the dynamics of the atomic system, and include explicitly the Maxwell equation for a single cavity mode, driven externally by the laser field Eo

$$
\begin{equation*}
E^{*}=(i \omega-x) E^{*}+i g P^{+}+\kappa E_{o}^{+} e^{i \omega_{0} t}+F^{+} \tag{160}
\end{equation*}
$$

$F^{ \pm}$describes the fluctuation corresponding to the dissipative term $x \mathrm{E}^{+}$as well as the fluctuations of the external source field $\mathrm{E}_{\mathrm{O}}^{+}$. $\bar{g} \sim g \frac{N}{V}$ For the discussion in this paragraph we will make the simplifying assumption that the three fields $P, E, E_{o}$ are in resonance, $\omega=\omega_{0}=\Omega$. This restriction will be lifted in the next section when we include dispersive effects as well.

The entire five-dimensional problem resists all attempts for an exact and general solution, and we will use the adiabatic principle again to eliminate the atomic degrees of freedom under the assumption $\mathrm{T}_{2}{ }^{x \ll 1}$, and obtain, by collecting all terms systematically in lowest order in $\mu_{2}{ }^{(30)}$ :

$$
\begin{align*}
\frac{\tilde{d}}{d t}+\frac{1}{2} \underset{E}{d} \frac{d}{d t}|\tilde{E}|^{2}= & -\tilde{E}|\tilde{E}|^{2}+\frac{1}{2} \tilde{E}\left(\tilde{E}_{0} \tilde{E}^{*}-\tilde{E_{0}^{*}} \tilde{E}\right) \\
& +\left(1+\Gamma^{2}\right) \tilde{E}+\tilde{E}_{0}+\text { fluctuations } \tag{161}
\end{align*}
$$

where we used the rescaled variables

$$
\begin{aligned}
& \tilde{E}^{ \pm}=E^{ \pm}\left(4 g^{2} T_{1} T_{2}\right)^{1 / 2} \\
& \tilde{E}_{0}^{ \pm}=E_{o}^{ \pm}\left(4 g^{2} T_{1} T_{2}\right)^{1 / 2} \\
& \tilde{t}=t_{u}
\end{aligned}
$$

and

$$
\begin{equation*}
\Gamma^{2}=-2 g \bar{g} T_{2} x^{-1} w_{0} \tag{162}
\end{equation*}
$$

We will drop the tilde again to simplify the notation. The fluctuations contain the following contributions ${ }^{(30)}$ :
i) Fluctuation of the polarization

$$
\begin{equation*}
\sim-i \frac{\Gamma^{2}}{w_{o}}\left(T_{1} T_{2}\right)^{1 / 2} \Gamma^{ \pm} \tag{163}
\end{equation*}
$$

ii) Fluctuations of the inversion, which are multiplicative in nature

$$
\begin{equation*}
\frac{\Gamma^{2}}{W_{o}} T_{1} E \Gamma^{\circ} \tag{164}
\end{equation*}
$$

iii) Fluctuations of the pump field $E_{o}^{ \pm} \rightarrow E_{O}^{ \pm}+F_{o}^{ \pm}$and $\left\langle\mathrm{F}_{\mathrm{O}}^{+} \mathrm{F}_{\mathrm{O}}^{-}\right\rangle=2 \mathrm{Q} \delta\left(\mathrm{t}-\mathrm{t}^{\prime}\right)$

$$
\begin{equation*}
F_{O}^{-}\left(1+\frac{1}{2}|E|^{2}\right)+\frac{1}{2} F_{O}^{+} E^{2} \tag{165}
\end{equation*}
$$

Models which contain each of these fluctuating terms separately have been discussed with respect to their stationary behaviour (30).

The only model, however, which allows a solution including amplitude as well as phase fluctuations is the third case (iii), and we will restrict ourselves to this model here.

The Fokker-Planck equation corresponding to this process eq. (161) with the fluctuations eq. (165) can be written in terms of polar coordinates:

$$
\begin{align*}
\frac{\partial}{\partial t} P(r, \varphi, t)= & \frac{1}{r} \frac{\partial}{\partial r} r\left(r-r_{O} \cos \left(\varphi-\varphi_{O}\right)+\frac{\Gamma^{2} r}{1+r^{2}}+\frac{Q}{2} \frac{\partial}{\partial r}\right) P \\
& +\frac{1}{r} \frac{\partial}{\partial \varphi}\left(r_{O} \sin \left(\varphi-\varphi_{O}\right)+\frac{Q}{2} \frac{1}{r} \frac{\partial}{\partial \varphi}\right) P \tag{166}
\end{align*}
$$

with $E=r \exp -i \varphi, \quad E_{O}=r_{O} \exp -i \varphi_{O}$

## a) Stationary Properties

In spite of the fact that eq. (166) describes a process which can be far from thermal equilibrium, this process nevertheless satisfies the condition of detailed balance, and the steady state distribution
is obtained in a straightforward way:

$$
\begin{equation*}
P_{o}(r, \varphi)=N\left(1+r^{2}\right)^{-\Gamma^{2} / Q} \exp -\frac{1}{Q}\left(r^{2}-2 r r_{\circ} \cos \left(\varphi-\varphi_{0}\right)\right) \tag{167}
\end{equation*}
$$

where N is included for normalization.


Fig. 2: Steady state probability $P_{o}(r, \varphi)$ for absorptive optical bistability (eq. 167)

In fig. 2 the probability distribution is plotted for a special choice of parameters in the region of bistability. The peak characterizing the low intensity stationary point, i.e. the absorptive solution. is narrower than the peak describing the saturated or bleached state of the device.


Fig. 3: Averaged amplitude <E> for absorptive bistability. Compared with the deterministic steady states (dashed curve).

With the exact solution eq. (167) we are in a position to calculate all steady state expectation values. The average field amplitude e.g. $\langle E\rangle=\int r P_{o} r d r d \varphi$ is plotted in fig. 3 as a function of the average amplitude $E_{o}$ of the driving field. The dashed line indicates the hysteresis cycle of the deterministic theory. In the limit $Q \rightarrow 0$ the averaged field <E> will coincide with the most probable value in the monostable regimes. As <E> is a single valued function of $E_{O_{0}}$ it will have to decide which branch it is going to follow inside of the bistable domain. As expected, we find that a sudden transition occurs from one branch to the other. The point where the two branche exchange global stability, corresponds e.g. to the coexistence vapor
pressure of the van der waals gas, which can be characterized by the Maxwell construction. One can show that the Maxwell construction for this nonequilibrium but detailed balance case still holds ${ }^{(46)}$. In contrast to this, the boundaries of the bistable domain are defined by the limits of local stability.


Fig. 4: Second cumulant for absorptive bistability.

Using the relations of eq. (122), the second cumulant which character izesthe fluctuations of the field, is easily obtained merely by differentiation - the result is plotted in fig. 4.

It clearly exhibits enhanced fluctuations at the transition point mentioned before.

Here we want to emphasize that the point characterized by enhanced fluctuations is the point of stability exchange of the two branches and not the boundaries of the bistable regime which have recently been called erroneously 'critical points' in a number of publications.

It should also be mentioned that this model includes the single mode laser if we set $\mathrm{E}_{\mathrm{O}}=0 ; \Gamma^{2}=-1$ defines the laser threshold. The classical laser model is only obtained after expanding the logarithmic term in the exponent up to second order in the field intensity. A difference between the two models, however, is only observed in the asymptotic dependence $P(r), r \rightarrow \infty$ of the probability density.

## b) Dynamic Properties

In order to discuss the dynamical properties of optical bistability we would need a general solution of the time dependent FokkerPlanck equation eq. (166). So far, no exact solution has been found and we have to resort to approximation methods in order to determine what metastability really means quantitatively for the physical process here. When we look for an approximation strategy, we have to keep in mind that we are dealing with a rather complicated model:
i) Linearization can only be used in the monostable regimes well away from the boundaries of the bistable domain.
ii) A "mean first passage time" calculation will deliver reasonable results well inside of the bistable domain but deteriorates, when the boundaries are reached.
iii) In order to demonstrate the role of fluctuation we would like to compare results for strong as well as for weak fluctuations.

A promising method which may overcome all these problems is the variational principle as described in chapter $D$ eq. (112).

This principle does apply here because the problem under consideration satisfies the potential condition ${ }^{(27)}$ and an exact analytical solution for the steady state is already known. The only troublesome point in the variational approach may lie in the fact that one may not have enough physical or mathematical motivation for guessing a proper variational function. The simple appearance of the variational expression eq. (112), however, is very helpful for choosing a suitable ansatz.

Before we will proceed in this way, it may be interesting to stop for a moment and see if we cannot somehow guess the result qualitatively.

If the fluctuations are very weak, we expect that already the local stability consideration will give satisfactory results. This concept has been outlined in chapter D, eq. (123) and eq. (124), where from the deterministic equations we define the relaxation rate simply by differentiating the relation $E=E\left(E_{O}\right)$, where $E$ is the deterministic or most probable field amplitude. This means that we have to differentiate only the dashed curve in fig. 3 and invert the result. The corresponding curve is plotted in fig. 5 as a dashed line marked $Q=0$. This curve is not single valued in the bistable domain and therefore cannot be the proper approximation for the global relaxation in the weak noise limit, but may still approximate satisfactorily the relaxation rates in the monostable regimes. In the limit $Q \rightarrow 0$, when the potential in $P$ contains two minima, there exists no physical process which would allow the system to approach the steady state. The relaxation rate $\lambda_{1}$ will therefore have to vanish inside the bistable domain in this limit.

In fig. 5 we compare the two cases $Q=0$ and $Q \rightarrow O$ and see that they do not agree when bistability occurs.

A better approximation is given by the relation eq. (124) where we derived a general approximate upper bound from the variational principle which is determined simply by differentiating the averaged field amplitude <E> and not as above the most probable value, with respect to the pump field amplitude $E_{0}$. This, however, has already been done
in fig. 4. The only thing left for us to do is to invert this picture and compare it with our estimates above. This result has been plotted in fig. 6 for different strengths of the fluctuations.


Fig. 5: Comparison of the determinstic time constants $(Q=0)$ with the Fokker-Planck limit $Q \rightarrow 0$.


Fig. 6: A simple variational estimate of the eigenvalue $\lambda_{1}$ (eq. 115)

We expect that the correct variational eigenvalue $\lambda_{1}$ ( $E_{0}, Q$ ) will follow qualitatively the deterministic predictions in the monostable region regime, but will go through a deep minimum inside of the bistable domain. For decreasing fluctuations, we expect that the curve $Q \rightarrow O$ will be approximated better and better, the smaller the fluctuations are. No singularity or irregularity, however, is expected to occur at the boundaries of the metastable domain.

The variational calculation has been performed, using the following ansatz ${ }^{(31)}$ :

$$
\begin{equation*}
S_{1}(r, \varphi)=\frac{1-\exp -a\left(r-r_{1}\right)}{1+\exp -a\left(r-r_{2}\right)} \tag{168}
\end{equation*}
$$

and the results are plotted for different values of the fluctuations $Q$ on the linear scale in fig. 7 and on a log scale in fig. 8.


Fig. 7: Variational eigenvalue $\lambda_{1}$ using the testfunction eq. 168


Fig. 8: The same result as fig. 7 but on a log scale.

From the linear plot it is rather obvious that the $Q \rightarrow 0$ prediction of fig. 5 is approached while the logarithmic scale plot exhibits the drastic variation inside the bistable domain, but a continuous, smooth behaviour at the boundaries of bistability.


Fig. 9: Time dependent probability $P(x, t)$ according to eq. 169.

In order to get an intuitive picture of the transition behaviour of the probability distribution $P(x, t)$ which can be described by using only the steady state eigenfunction $P_{0}$ and the variational approximation $P_{0} \cdot S$ for the first "excited" state, we have plotted in fig. 9 the time evolution of the distribution which has been localized initially around the metastable low intensity state. To simplify the plot, we have chosen the one-dimensional limit of the previous model

$$
\begin{equation*}
p(x, t)=P_{o}(x) \quad\left(1-S_{1}(x) e^{-\lambda} 1\right) \tag{169}
\end{equation*}
$$

## 4) Dispersive Optical Bistability

The assumption of perfect resonance between the cavity mode $\omega$ and the atomic transition frequency $\Omega$ on the one hand and zero detuning between the cavity mode and the external laser field $\omega_{0}$ on the other hand was the essential assumption to establish detailed balance, and to provide us with an exactly solvable model. If one of the two resonance conditions is violated, the condition of detailed balance is violated as well, and there is no systematic way to derive an exact solution even for the steady state. Introducing the detuning parameter $\delta=\left(\omega-\omega_{0}\right) / n$ and $\Delta=(\omega-\Omega) T_{2}$ we can reformulate the Fokker-Planck equation (166) for this generalized case: (45)

$$
\begin{align*}
\frac{\partial P}{\partial t}= & \frac{1}{r} \frac{\partial}{\partial r} r\left(\frac{r}{1+r^{2}}\left(1+r^{2}+\Gamma^{2}\right)-r_{O} \cos \left(\varphi-\varphi_{O}\right)+\frac{Q}{2} \frac{\partial}{\partial r}\right) P \\
& +\frac{1}{r} \frac{\partial}{\partial \varphi}\left(\delta r+\Delta \Gamma^{2} \frac{r}{1+r^{2}}+r_{O} \sin \left(\varphi-\varphi_{O}\right)+\frac{Q}{2} \frac{1}{r} \frac{\partial}{\partial \varphi}\right) P \tag{170}
\end{align*}
$$

An exact general solution for the steady state of this process is not known.

In this paragraph we will present an exact solution of a special case of finite but symmetric detuning $\Delta=\delta$ and an approximate solution for the general case $\Delta \neq \delta$ in the limit of weak fluctuations.

## a) The special case of equal detuning $\Delta=\delta$

In spite of the fact that detailed balance is not satisfied for this model as long as $\delta \neq 0, \Delta \neq 0$, we can derive an exact steady state solution in this special case for equal detuning $\delta=\Delta$ in the following form : $(45,46)$

$$
\begin{equation*}
P_{o}(r, \varphi)=N \exp -\frac{1}{Q}\left(r^{2}-2 \frac{r r_{O}}{\sqrt{1+\Delta^{2}}} \cos \left(\varphi-\varphi_{O}-\psi_{O}\right)+\Gamma^{2} \ln \left(1+r^{2}\right)\right) \tag{171}
\end{equation*}
$$

where

$$
\tan \psi_{0}=-\Delta=-\delta=\frac{\omega_{0}-\omega}{x}
$$

The new features of dispersive optical bistability in this model compared with the absorptive case eq. (167) are the rescaling of the external field amplitude $r_{0} \rightarrow r_{0}\left(1+\Delta^{2}\right)^{1 / 2}$ and the rotation of the entire distribution by the angle $\psi_{0}$. The most probable phase shift between the cavity mode and the external field therefore is neither zero nor $\Pi / 2$, but intermediate to pure dissipation and pure dispersion.

According to the general discussion of appendix $B$ we are now in the position to decompose the drift vector into the gradient part and the residual part $r$ which governs the steady state probability current $j_{i}$. We can write $r_{i}$ as a superposition of a reversible and an irreversible part:

$$
\begin{equation*}
r_{i}=r_{i}^{r e v}+r_{i}^{i r r} \tag{172}
\end{equation*}
$$

Using the potential (171) we find explicitly in polar coordinates:

$$
\begin{align*}
& r^{r e v}=\frac{\Delta r_{0}}{1+\Delta^{2}}\binom{\sin \varphi}{\cos \varphi}-\Delta r\left(\begin{array}{l}
0 \\
\left.\frac{1+\Gamma^{2}+r^{2}}{1+r^{2}}\right) \\
r^{i r r}=-\frac{\Delta^{2} r_{0}}{1+\Delta^{2}}\binom{-\cos \varphi}{+\sin \varphi}
\end{array},=\right.\text {, } \tag{173}
\end{align*}
$$

If no external field $r_{o}$ is applied, the system relaxes to equilibrium and $r_{i}$ transforms like a reversible current depending on the sign of $\Delta$ in accordance with our general consideration. A non
vanishing external field $r_{0}$ drives the system away from thermal equilibrium changing the reversible part (173) and introducing a non zero irreversible part (174). Notice that $r_{i}^{i r r}$ exists only for a detuned system far from thermal equilibrium i.e.

$$
r^{i r r} \sim r_{0} \Delta^{2}
$$

and that $r_{i}^{i r r}$ does not change sign with the frequency mismatch $\Delta$.
b) Approximate solution in the limit of weak fluctuations

For the general case we will utilize now the perturbation scheme outlined in appendix $B$ based on the weak fluctuation limit $\varepsilon \rightarrow 0$ which allows to approximate the Fokker-Planck equation (170) formally by a Hamilton Jacobi equation. In accordance with the arguments there we will use the amplitude $r_{0}$ of the external field as the expansion parameter. Setting $\Phi_{n}=1 / Q \varphi_{n}$ we obtain in zero order

$$
\begin{equation*}
\varphi_{O}=\left(r^{2}+\Gamma^{2} \ln \left(1+r^{2}\right)\right) \tag{175}
\end{equation*}
$$

For the correction in first order in the field $r_{0}$ we obtain the following linear inhomogeneous partial differential equation of first order:

$$
\begin{align*}
\frac{\partial \varphi}{\partial r}\left(-\frac{r}{1+r^{2}}\left(1+\Gamma^{2}+r^{2}\right)\right) & +\frac{1}{r} \frac{\partial \varphi}{\partial \varphi} r\left(\delta+\frac{\Delta \Gamma^{2}}{1+r^{2}}\right)= \\
& -\frac{r r_{0}}{1+r^{2}}\left(1+\Gamma^{2}+r^{2}\right) \cos \varphi \tag{176}
\end{align*}
$$

This equation can be solved exactly by the standard method of characteristics and we obtain $(45,46)$

$$
\begin{align*}
\Phi= & \frac{1}{Q}\left(r^{2}-2 \frac{r r_{0}}{\sqrt{1+\delta^{2}}} \cos \left(\varphi-\psi_{0}\right)+\Gamma^{2} \ln \left(1+r^{2}\right)\right) \\
& -2 \frac{\Gamma^{2}}{Q}(\delta-\Delta) \frac{r r_{0}}{\sqrt{1+\delta^{2}}} \operatorname{Im} \frac{e^{i\left(\varphi-\psi_{0}\right)}}{1+\Gamma^{2}-i\left(\Delta \Gamma^{2}+\delta\right)} F\left(-\frac{r^{2}}{1+\Gamma^{2}}\right) \tag{177}
\end{align*}
$$

where $F(z)$ is a hypergeometric function in the notation of

$$
\begin{equation*}
F(z)={ }_{2} F_{1}\left(1, \frac{1}{2}-\frac{i \delta}{2} ; \frac{3}{2}-\frac{i}{2} \frac{\delta+\Gamma^{2} \Delta}{1+\Gamma^{2}} ; z\right) \tag{178}
\end{equation*}
$$

The potential $\Phi$ is a unique solution of the linearized Hamilton Jacobi equation under the requirement of single-valuedness, and approximates the exact result rigorously to first order in $r_{o}$ and $1 / Q$. This is the most general result we have derived for this problem for finite $\Delta, \delta, \Delta \neq \delta$, and $r_{o}$ by analytical methods. It illus trates the scope and the power of the general methods described in appendix $B$ and allows us to describe the stationary statistical properties of dispersive optical bistability in detail.


Fig. 10: Steady state probability $P_{0}(r, \varphi)$ for dispersive optical bistability eq. (179).

The expansion eq. (177) is rather involved and does not give an immediate and intuitive picture of the process. A simplified result, however, which still contains most of the essential features of dispersive optical bistability is obtained for $\delta=0$ by expanding the result to first-order in $\Delta$ :

$$
\begin{align*}
P(r, \varphi)=N \exp -\frac{1}{Q} & r^{2}-2 r r_{0} \cos \left(\varphi-\varphi_{O}\right)+\Gamma^{2} \ln \left(1+r^{2}\right) \\
& +2 \Delta \Gamma^{2} \frac{r_{0}}{\sqrt{1+\Gamma^{2}}} \sin \left(\varphi-\varphi_{0}\right) \arctan \frac{r}{\sqrt{1+\Gamma^{2}}} \tag{179}
\end{align*}
$$

This distribution is plotted in fig. 10.

One new feature of the dispersive effect is that in addition to the hysteresis cycle for the field intensities we also obtain a hystere sis for the phases of the field. In fig. 11 and fig. 12 we compare the phases of the most probable values and of the deterministic steady state as a function of the pump field amplitude $E_{o}$ and the detuning parameter $\Delta ; \delta$ has been set equal to zero for simplicity. This comparison gives us an idea of the value of the approximation scheme, because for an exact solution of the Hamilton-Jacobi equation the two results would have to coincide. The difference therefore has to be attributed to the additional expansion with res pect to the field intensity.

Knowing the location of the most probable values of the stationary distribution we can calculate with the help of eqs. (177) the relative stability of the two branches. In this way we can determine the field strength $r_{0}$ for which both branches are simultaneously stable in order to generalize the idea of the Maxwell construction to processes far from thermal equilibrium.


Fig. 11: Most probable phase shift between the cavity mode and the driving field (eq. 177).


Fig. 12: Phase at the deterministic steady state of dispersive optical bistability.

In fig. 13 we have indicated by dashed lines the special values of $r_{o}$ where global stability is exchanged by the two branches. By rotating this plot by 90 degrees we get a picture which qualitatively resembles the typical picture of the coexistence curve of a van der Waal gas. For $\Delta=0, \delta=0$, it is easy to prove that the Maxwell construc. tion is still valid (46).


Fig. 13: Hysteresis of dispersive bistability. The dashed line indicates the exchange of global stability.

APPENDIX A

## 1. Theorem on Optical Coherent Transients

A typical experiment in the optical thin sample regime consists of a gas filled absorption cell close to resonance with an external light field. For the emission following the pulsed preparation of finite width $\tau$ we can proove that the following general statement holds:

When a pulse of finite duration $\tau$ (interval $0 \leq t \leq \tau$ ) excites an optical thin sample, the coherent emission which follows lasts no longer than an additional time $\tau(\tau \leq t \leq 2 \tau)$.

This statement can be proven rigorously (47) for a travelling wave of any puls shape and for arbitrary atomic relaxation parameters $T_{1}$, $T_{2}$, when the assumption of an infinite inhomogeneous line width is made; i.e. $D(\Delta)=$ const. In the optical regime this is often an excellent approximation.

The formal integration of eq. (39) for the initial condition $P_{q}{ }^{*}(\Delta, t=0)=0$ leads to

$$
\int P_{q}^{*}(\Delta, t) D(\Delta) d \Delta=-i \int_{-\infty}^{\infty} d \Delta \int_{0}^{t} g N\left(\Delta, t^{\prime}\right) E^{*}\left(t^{\prime}\right) e^{\left(i \omega-i \Delta-\frac{1}{T_{2}}\right)\left(t-t^{\prime}\right)+i \omega t^{\prime}} d t^{\prime}
$$

with

$$
E^{*}(t)=\left\{\begin{array}{lr}
E^{*}(t) & 0 \leq t \leq \tau  \tag{A.2}\\
0 & t>\tau, t<0
\end{array}\right.
$$

Interchanging the order of integration, the $\Delta$-integral can be evaluated by contour integration for time $t>2 \tau$ in the upper half plane. Realizing that $W(\Delta)$ has no singularities in the finite upper $\Delta$-plane, the integral vanishes and so does the polarization which is the source of the emitted field:

$$
\begin{equation*}
\int D(\Delta) P_{q}^{*}(\Delta, t) d \Delta \quad \text { for } \quad \mathrm{t}>2 \tau \tag{A.3}
\end{equation*}
$$

No assumption has been made on the time dependence of the field as long as it can be considered to be slowly varying. This is a rather general result which is important for many spectroscopic experiments when the pulse width becomes comparable to the decay times of the sample.

A similar statement can be made for multilevel systems using the same mathematical arguments, as long as we consider travelling field modes. Under somewhat technical restrictions we find that the coherent emission of a multilevel system excited by a finite pulse width $\tau$, will be zero for times larger than

$$
t \geq\left(1+\frac{\Omega \max }{\Omega \min }\right) \tau
$$

$\Omega$ max and $\Omega$ min are the largest and the smallest dipol allowed transition frequency in the multilevel ensemble.

For a single twonlevel system this result reduces to our previous statement.

## 2. Oscillatory Free Induction Decay

While in the previous paragraph we defined the time regime where no coherent radiation can be expected, it is certainly interesting to see how the signal will decay during the time interval immediately after the pulse. This is also an interesting question from the mathematical point of view, because the polarization is not an analytic function in time.

For the simplified pulse envelope

$$
E(t)= \begin{cases}0 & t<0, t>\tau \\ E_{0} & 0 \leq t \leq \tau\end{cases}
$$

we can derive by analytical methods that the polarization of the radiative source - upto some unimportant factors - can be written in the following from (48):

$$
\int D(\Delta) P_{q}^{*}(\Delta, t) d \Delta=\left\{\begin{array}{cl}
0 & t \geq 2 \tau \\
\left.2 \pi D(0) g E_{0} \sum_{m=1}^{\infty}\left(2 \frac{\tau}{t}-1\right)^{m} J_{2 m}\left(g E_{0} \sqrt{t(2 \tau-t}\right)\right) & t \leq 2 \tau
\end{array}\right.
$$

(A. 4 )
in the limit of large field amplitudes we may use the asymptotic expansion of the Bessel functions and obtain the simpler expression

$$
\begin{equation*}
\frac{(2 \tau-t)^{3 / 4}}{t^{1 / 4}} \cos \left(g E_{0} \sqrt{t(2 \tau-t)}-\frac{\pi}{4}\right) \tag{A.5}
\end{equation*}
$$

This oscillatory decay of the pulsed free induction decay has been rather unexpected, but closer inspection reveals that an experimental indication of the nonexponential decay has been seen before. Recently the oscillatory behaviour has been verified in great detail in a spin resonance experiment over a wide range of parameters (11), and excellent agreement between theory and experiments has been demonstrated.

In order to obtain the result (A.4) we have made the simplifying but not necessary assumption that the relaxation times are infinitely long. To demonstrate the influence of the finite width of the pulse, we compare this result with the free induction decay signal after steady state preparation, which is assumed to terminate at $t=0$ (49):

$$
\begin{aligned}
\int D(\Delta) P(\Delta, t) d \Delta= & \left(\left(4 g^{2} E_{o}^{2} T_{1} T_{2}+1\right)^{-1 / 2}-1\right) x \\
& \exp -\frac{t}{T_{2}}\left(1+\left(4 g^{2} E_{o}^{2} T_{1} T_{2}+1\right)^{1 / 2}\right) \quad(\text { A. 6) }
\end{aligned}
$$

This is a pure exponential decay with the "power broadened" relaxation constant

$$
\begin{equation*}
\frac{1}{\mathrm{~T}_{2}}\left(1+\left(1+4 \mathrm{~g}^{2} \mathrm{E}_{\mathrm{o}}^{2} \mathrm{~T}_{1} \mathrm{~T}_{2} \quad\right)^{1 / 2}\right) \tag{A.7}
\end{equation*}
$$

which is $180^{\circ}$ out of phase with the steady state preparation


The steady state polarization to lowest order in $g E_{o}$ is linear while for the emitted transient field the linear terms vanish leaving a cubic response.
3. Optical Coherent Transients by Phase Switching

Optical coherent transients can be triggered by various methods. Every sudden change in the properties of the external driving field $E(x, t)$ will cause transient relaxations in the atomic ensemble by which the system relaxes in its own time scale towards the new steady state. The most obvious experiment consists in applying sudden changes in the field intensity. A sudden change in the field frequency is followed by a transient response of the atoms as well (50). A rather subtle method consists of an instantaneous change in the phase of the driving field. For the two previous methods it is rather obvious how the atomic system would respond; however, the response on a mere phase
shift is not immediately obvious. From an experimental point of view, this is an interesting question, because fast phase changes can be produced easily.

We want to include this example here because it also reveals a basic property of the Bloch equations - the sensitivity of the solution to the phase relation between the atomic polarization and the driving field.

As there exists no general solution of the Bloch equations we (8) present an approximate solution for the weak intensity limit $\mathrm{g}^{2} \mathrm{E}_{\mathrm{o}}{ }^{2} \mathrm{~T}_{1} \mathrm{~T}_{2} \ll 1$. For the driving field amplitude $\mathrm{E}_{\mathrm{O}}$ we assume that it suffers a sudden phase shift at time $t=0$

$$
E^{*}(t)=E_{o} \begin{cases}1 & t<0  \tag{A.8}\\ \exp i \varphi & t>0\end{cases}
$$

The response of the atomic ensemble is a transient evolution of the polarization which emits a coherent field. This field will be detected as a superposition with the driving laser field of the same frequency, because the coherent radiation is emitted in the foreward direction. The transient signal observed is then given by (49), (50) :

$$
\begin{aligned}
S=E(t) E(t) \sim & \left|g E_{0}\right|^{4} T_{1} T_{2} \sin ^{2} \varphi / 2 \\
& \quad \exp -\frac{2 t}{T_{2}} \\
& \cdot\left(\frac{\varepsilon-\varepsilon / 2}{\left.1-\frac{\varepsilon}{1-\varepsilon} e^{-\frac{t}{T_{2}}}+\frac{\varepsilon}{(1-\varepsilon)(2-\varepsilon)} e^{-\frac{t}{T_{1}}}\right)}\right.
\end{aligned}
$$

where $\varepsilon=T_{2} / T_{1}$.

Due to the disturbed phase relation between the driving field and the atomic polarization, a transient excursion of the polarization is detected which reestablishes the absorptive phase relation again. As the atomic ensemble stays at resonance during. the entire process, polarization - as well as energy relaxation plays a role. Only in the limit $\mathrm{T}_{2} \ll \mathrm{~T}_{1}$ a single exponential decay remains and the experi-
ment can serve as a versatile spectroscopic method.

A rather elegant experiment which allows to determine the phase decay constant $T_{2}$ in the presence of a finite energy decay constant $T_{1}$ can be achieved by a double phase shift in the driving field (50). When the phase of the field is shifted suddenly by an angle $\pi / 2$ and after a time $T$ back to its original value in general a discontinuous response is observed at $t=T$. For the special time separation $T=T_{2} \frac{1}{2} \ln 2$ the discontinuity vanishes and allows thereby a direct observation of the phase decay time $T_{2}$. A qualitative picture is given in the following figures.

## NULL METHOD FOR MEASUREMENT OF $\mathbf{T}_{\mathbf{2}}$



FOR $\phi=\pi / 2, T_{0}=\frac{T_{2}}{2} \ln 2$

## APPENDIX B

Steady States without Detailed Balance

We assume, that a multidimensional stochastic process can be described by the following Fokker-Planck equation with constant diffusion:

$$
\begin{equation*}
\frac{\partial P}{\partial t}=-\frac{\partial}{\partial x_{i}} K_{i}\left(\left\{x_{j}\right\}\right) P+\frac{1}{2} \varepsilon Q_{i j} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} P \tag{B.1}
\end{equation*}
$$

where $P\left(\left\{x_{i}\right\}, t\right)$ is the conditional probability density which reduces to the $n$-dimensional $\delta$-function in the limit $t \rightarrow 0, K_{i}$ is the drift vector determined by the deterministic equations of motion $\dot{x}_{i}=K_{i}$ and $Q_{i j}=\varepsilon$ is the positive definite diffusion matrix which characterizes the strength of the fluctuations. $Q_{i j}$ is assumed to be independent of the variables $x_{j}$ and will later be considered as small $\left(\varepsilon \rightarrow \mathrm{O}^{+}\right)$. Natural boundary conditions are implied.

The stationary properties of the process are described by the steady state solution of (B.1)

$$
\begin{equation*}
\frac{\partial P_{o}}{\partial t}=0 \quad P_{0}=\exp \left(-\varepsilon^{-1} \Phi\right) \tag{B.2}
\end{equation*}
$$

If the external applied forces allow the system to reach thermodynamic equilibrium, the potential $\Phi$ as described by eq. (B.2) is proportional to the corresponding thermodynamic potential. The drift vector $K_{i}$ then can be separated into a dissipative part $d_{i}\left(\left\{x_{j}\right\}\right)$ and a reversible part $r_{i}\left(\left\{x_{j}\right\}\right)$ :

$$
\begin{equation*}
K_{i}\left(\left\{x_{j}\right\}\right)=d_{i}\left(\left\{x_{j}\right\}\right)+r_{i}\left(\left\{x_{j}\right\}\right) \tag{B.3}
\end{equation*}
$$

According to the physical meaning of the variables $x_{i}$ we can distinguish between even and odd variables under time reversal. Denoting the time reversed of $x_{i}$ by $\tilde{x}_{i}$

$$
\begin{equation*}
\tilde{x}_{i}=\varepsilon_{i} x_{i} \quad, \quad \varepsilon_{i}= \pm 1 \tag{B.4}
\end{equation*}
$$

we can identify:

$$
\begin{equation*}
d_{i}\left(\left\{\tilde{x}_{j}\right\}\right)=\varepsilon_{i} d_{i}\left(\left\{x_{j}\right\}\right) \tag{B.5}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{i}\left(\left\{\tilde{x}_{j}\right\}\right)=-\varepsilon_{i} r_{i}\left(\left\{x_{j}\right\}\right) \tag{B.6}
\end{equation*}
$$

In expressions containing $\varepsilon_{i}$ the summation convention is dropped. The dissipative part then is of the form given by Onsager (29)

$$
\begin{equation*}
d_{i}=-\frac{1}{2} Q_{i j} \frac{\partial \Phi}{\partial x_{j}} \tag{B,7}
\end{equation*}
$$

The reversible part of $r_{i}$ is not determined by $\Phi$, but leaves the thermodynamic potential and the volume element in phase space invariant:

$$
\begin{equation*}
r_{i} \frac{\partial \Phi}{\partial x_{i}}=0 \quad \text { and } \quad \frac{\partial r_{i}}{\partial x_{i}}=0 \tag{B.8}
\end{equation*}
$$

Defining the reversible drift through (B.3) - (B.6), we can derive from the Fokker Planck equation a more general form of (B.8) which makes only use of the detailed balance condition of the assumed equilibrium case.

$$
\begin{equation*}
\frac{1}{\varepsilon} r_{i} \frac{\partial \Phi}{\partial x_{i}}-\frac{\partial r_{i}}{\partial x_{i}}=0 \tag{B.9}
\end{equation*}
$$

For steady states lacking detailed balance we use (B.3) and (B.7) instead of (B.3) - (B.6) to define $r_{i}$ by

$$
\begin{equation*}
K_{i}=-\frac{1}{2} Q_{i j} \frac{\partial \Phi}{\partial x_{j}}+r_{i} \tag{B.10}
\end{equation*}
$$

Inserting (B.10) into the time independent Fokker Planck equation, we obtain the analogy of (B.9)

$$
\begin{equation*}
\frac{1}{\varepsilon} r_{i} \frac{\partial \Phi}{\partial x_{i}}-\frac{\partial r_{i}}{\partial x_{i}}=0 \tag{B.11}
\end{equation*}
$$

Note, however, that here we did not assume, that $r_{i}$ is the reversible part of $K_{i}$; we merely define it through (B.lO). Therefore we can no longer conclude like in equilibrium that the stationary probability current $j_{i}$

$$
\begin{equation*}
j_{i}=\left(\frac{1}{2} Q_{i j} \frac{\partial \Phi}{\partial x_{j}}+K_{i}\right) P_{o}=r_{i} P_{0} \tag{B.12}
\end{equation*}
$$

is reversible under time reversal transformations.

However, the formal structure of the equilibrium theory expressed in terms of a thermodynamic potential carries over to the non-equilibrium theory expressed in terms of a generalized potential $\Phi$. This gives us the key for a direct comparison of equilibrium and non-equilibrium steady states lacking detailed balance.

While for equilibrium states $\Phi$ can easily be given in terms of quadratures, in the absence of detailed balance we have to deal with an elliptic nonhermitian boundary value problem for which no general method of solution exists.

Recognizing, however, that in many relevant physical examples fluctuations are extremely weak we may obtain the leading contribution to $\Phi$ in the limit $\varepsilon \rightarrow \mathrm{O}^{+}$by solving the first order problem

$$
\begin{equation*}
\frac{1}{2} Q_{i j} \frac{\partial \Phi}{\partial x_{i}} \frac{\partial \Phi}{\partial x_{j}}+K_{i} \frac{\partial \Phi}{\partial \mathbf{x}_{i}}=0 \tag{B.13}
\end{equation*}
$$

It should be emphasized that in this limit $\Phi$ becomes independent of $\varepsilon$, while $P$ still depends on $\varepsilon$ in the form

$$
\mathrm{p}=\exp \left(-\frac{1}{\varepsilon} \Phi\right)
$$

The relation (B.9) between $r_{i}$ and $\Phi$ reduces, for $\varepsilon \rightarrow 0^{+}$, to the orthogonality relation

$$
\begin{equation*}
r_{i} \frac{\partial \Phi}{\partial x_{i}}=0 \tag{B.14}
\end{equation*}
$$

Equation (B.13) is a first order partial differential equation of the form of a time independent Hamilton Jacobi equation in classical mechanics for vanishing total energy. From a mathematical point of view we have replaced the second order boundary value problem of the Fokker Planck equation by a first order problem with $\Phi$ given on a hypersurface intersecting the field of characteristics. Mathematical literature exists, where these two problems are related in the limit of small $\varepsilon$ for the corresponding time dependent equation. As these theorems are restricted to finite time intervals, it is not clear in which sense the solution of ( $B .13$ ) approximates the solution of the full stationary Fokker Planck equation.

In the absence of a well developed mathematical framework for our procedure we have adopted a pragmatic attitude: If from a general solution of eq. (B.13) we can derive a unique single-valued one with the property $\Phi \rightarrow \infty$ for $\left\{x_{j}\right\} \rightarrow \infty$ necessary for normalizability, it will be taken as an approximation of the corresponding solution of the time independent Fokker planck equation (B.1).

Apart from some elementary examples, unfortunately, a solution of (B.13) can not be obtained ingeneral in a systematic way and we have to resort to further approximations based on the existence of a suitable small parameter $\lambda$ in the drift vector $K_{i}$ :

$$
\begin{equation*}
\mathrm{K}_{\mathrm{i}}=\mathrm{K}_{\mathrm{i}}^{1}+\lambda \mathrm{K}_{\mathrm{i}}^{2} \tag{B.15}
\end{equation*}
$$

An approximate solution of eq. (B.13) can then be derived systematically in the form

$$
\begin{equation*}
\Phi=\sum_{n=0}^{\infty} \lambda^{n} \Phi_{n} \tag{B,16}
\end{equation*}
$$

satisfying the hierarchy of equations:

$$
\begin{equation*}
\sum_{1=0}^{n} Q_{i j} \frac{\partial \Phi \Phi_{n-1}}{\partial x_{i}} \frac{\partial \Phi_{1}}{\partial x_{j}}+K_{i}^{1} \frac{\partial \Phi n}{\partial x_{i}}+K_{i}^{2} \frac{\partial \Phi_{n-1}}{\partial x_{i}}=0 \tag{B.17}
\end{equation*}
$$

The potential $\Phi$, as defined by (B.2), (B.3), (B.7), and (B.14), is a Lyapunoff function of the deterministic equations. This may be seen as follows: Due to eq. (B.2) $\Phi$ is a positive function. Due to eq. (B.14) $\Phi$ can only decrease if it evolves under the deterministic equations of motion

$$
\begin{equation*}
\dot{\Phi}=\frac{\partial \Phi}{\partial \mathbf{x}_{\mathbf{i}}} \dot{\mathbf{x}}_{\mathbf{i}}=\frac{\partial \Phi}{\partial \mathbf{x}_{\mathbf{i}}} \mathrm{K}_{\mathbf{i}}=-\frac{1}{2} Q_{\mathbf{i} j} \frac{\partial \Phi}{\partial \mathbf{x}_{\mathbf{i}}} \frac{\partial \Phi}{\partial \mathbf{x}_{\mathbf{i}}} \leq 0 \tag{B.18}
\end{equation*}
$$

Thus the locally (globally) stable attractors of the deterministic equations are identified with the local (global) minima of $\Phi$.

We summarize what actually has been achieved once a single-valued solution of (B.13) has been obtained one or the other way:
(i) The steady state probability is known in the limit of small fluctuations;
(ii) A Lyapunoff function of the deterministic equations of motion is available, characterizing the locally and globally stable attractors;
(iii) The condition replacing the Maxwell construction for a first order type phase transition far from thermal equilibrium can be given;
(iv) The deterministic drift $K_{i}$ can be decomposed into a gradient part which stabilizes the attractors and a remaining part $r_{i}$ containing $\Phi$ as a constant of motion. This separation is a generalization of the separation into reversible and irreversible part in thermodynamic equilibrium.

This perturbation approach has been tested for a variety of simple mathematical models as well as for more involved physical processes. Dispersive optical bistability as discussed in chapter $E$ is an example of a two-dimensional highly nonlinear process lacking detailed balance.
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## INTRODUCTION TO NON-LINEAR OPTICS

The field of non-linear optics originated from three classic experiments related to the generation $\{1,2\}$ and absorption (3) of optical harmonics of an incident laser beam by a crystalline medium. In the experiment of Franken et al. \{1\}, a ruby laser producing approximately 3 J of 6943 \& light per one-millisecond pulse was projected through crystalline ( $\alpha-$ ) quartz. The emergent beam was found upon spectrometric analysis to contain the second harmonic ( 3472 A ) of the fundamental. The existence of the second harmonic wave was confirmed in two ways: it exhibited the expected energy dependence upon polarization and orientation of the incoming beam, and disappeared upon replacement of the quartz by an isotropic medium (glass).

Whereas the existence of the second harmonic in this experiment (l\} could be ascribed to the lack of a centre of inversion in a particular member of the trigonal crystal system \{4\}, the later experiment of Terhune et al. \{2\} employed the crystal calcite, which possesses a centre of inversion. In addition, a d.c. electric field of up to 250 $\mathrm{kV} / \mathrm{cm}$ was imposed on the crystal, which was illuminated with the output beam of a 1 J pulsed ruby laser. In this case, the second harmonic generation could be ascribed to an induced electric quadrupole moment in the crystal, as well as a dipole polarization term associated with gradients in the impressed (time-dependent) electric field. In addition, third harmonic generation could be observed at suitable orienta-
tions of the laser beam to the optic axis of the crystal.
Kaiser and Garrett (3) investigated the generation of blue fluorescent light around $4250 \AA$ by two photon absorption in $\mathrm{CaF}_{2}: \mathrm{Eu}^{2+}$ crystals illuminated with the red light $\left(\lambda_{r}=6943 \AA\right)$ of a ruby laser. The crystal $\mathrm{CaF}_{2}$ has a highly symmetric (cubic) structure, the absorption of laser radiation at $2 \nu_{r}$ being due to the presence of $0.1 \% \mathrm{Eu}^{2+}$ ions substituted for $\mathrm{Ca}^{2+}$. The blue fluorescent light was interpreted as arising through non-radiative decay to intermediate (virtual) atomic states (charge transfer bands), together with a radiative transition to the ground state. The observed magnitude of the effect was in satisfactory agreement with a theoretical discussion of the process \{5\}, which differs significantly in principle from second-harmonic production $\{1,2\}$, so that the restrictions imposed by symmetry considerations are entirely different \{6\}.

From this brief historical introduction, we proceed to introduce the subject more formally through the Maxwell equations of electrodynamics.

## CHAPTER 1

## THE MAXWELL EQUATIONS

The Maxwell equations may be written (cgs units) as:

$$
\begin{align*}
& \nabla \cdot \underset{\sim}{E}=4 \pi\left(\rho+\rho_{b}\right)  \tag{1.1}\\
& \nabla \cdot \underset{\sim}{B}=0  \tag{1.2}\\
& \nabla \times \underset{\sim}{E}=-\frac{1}{C} \frac{\partial \vec{B}}{\partial t}  \tag{1.3}\\
& \nabla \times \underset{\sim}{B}=\frac{4 \pi}{C}\left(\underset{\sim}{J}+{\underset{\sim}{b}}^{J}\right)+\frac{1}{C} \frac{\partial E}{\partial t} \tag{1.4}
\end{align*}
$$

where $\rho$ and $\underset{\sim}{J}$ denote the free charge and current sources, and $\rho_{b}$ and $J_{d}$ the additional source terms arising from induced molecular polarization and magnetization within the medium under consideration.

For present purposes we shall usually consider the situations where the free source terms vanish. The above equations will be used in their macroscopic form, in which case one may expand $\{7,8\}$ :

$$
\begin{align*}
& \rho_{b}=-\nabla \cdot \underset{\sim}{P}+\nabla \cdot(\nabla \cdot \underset{\underline{Q}}{\underline{Q}})-\cdots \cdot  \tag{1.5}\\
& J_{b}=\underset{\partial t}{\partial}(\underset{\sim}{P}-\nabla \cdot \underset{\sim}{Q}+\cdots \cdot)+(c \nabla \times M+\cdots) \tag{1.6}
\end{align*}
$$

Here $\underset{\sim}{P}, \underset{\sim}{\mathbb{E}} . .$. denote the dipole, quadrupole (dyadic) and higher multipole orders in the electric polarization of the medium; $M, \ldots$.... denote the dipole and higher multipole orders in the magnetization.

It is convenient to introduce at this point the secondary (macroscopic) field quantities:

$$
\begin{align*}
& \underset{\sim}{D}=\underset{\sim}{E}+4 \pi(\underset{\sim}{P}-\nabla \cdot \underset{\sim}{Q}+\cdots)  \tag{1.7}\\
& \underset{\sim}{Q}=\underset{\sim}{B}-4 \pi(\underset{\sim}{M}+\cdots \cdots) \tag{1.8}
\end{align*}
$$

in which case the Maxwell equations assume the form:

$$
\begin{equation*}
\nabla \cdot D=4 \pi \rho \tag{1.9}
\end{equation*}
$$

$$
\begin{align*}
& \nabla \cdot \underset{\sim}{B}=0  \tag{1.10}\\
& \nabla \times \underset{\sim}{E}=-\frac{1}{c} \frac{\partial B}{\partial t}  \tag{1.11}\\
& \nabla \times \underset{\sim}{H}=\frac{4 \pi}{c} J+\frac{1}{c} \frac{\partial D}{\partial t} \tag{1.12}
\end{align*}
$$

Equations (1.9)-(1.12) are however merely a concise re-formulation of (1.1)-(1.8); for practical purposes one requires, in addition, constitutive equations relating $\underset{\sim}{P}, \underset{\sim}{\underset{\sim}{Z}}, \ldots$ to $\underset{\sim}{E}, ~$ and $\underset{\sim}{M} . .$. to $\underset{\sim}{B}$. Since we shall be ignoring magnetic properties of the materials under consideration, the latter are of no further interest for these purposes. In the former case we shall write for homogeneous media phenomenological equations in the form:

$$
\begin{align*}
& \underset{\sim}{P}=X^{(1)} \underset{\sim}{E}+X^{(2)} \underset{\sim}{E} \underset{\sim}{E}+X^{(3)} \underset{\sim}{E} \underset{\sim}{E}+\cdots  \tag{1.13}\\
& \underset{\sim}{Q}= \tag{1.14}
\end{align*}
$$

where $X^{(1)}, \chi^{(2)}, \chi^{(3)}$ are electric susceptibility tensors of the second, third, fourth .... ranks, respectively, and $\eta^{(2)}, \eta^{(3)}, \ldots$ tensors of the fourth, fifth, .... ranks, respectively. For clarity, the corresponding Cartesian component forms of the above equations are:

$$
\begin{align*}
& P_{i}=X_{i j}^{(1)} E_{j}+X_{i j k}^{(2)} E_{j} E_{k}+X_{i j k e}^{(3)} E_{j} E_{k} E_{e}+\cdots  \tag{1.15}\\
& Q_{i j}=\eta_{i j k e}^{(2)} E_{k} E_{l}+\eta_{i j k m_{k}}^{(3)} E_{k} E_{l} E_{m}+\cdots \tag{1.16}
\end{align*}
$$

summation over the repeated indices being implied.
Such relations are extremely complicated, in view of the large number of coefficients of the susceptibility required for the evaluation of individual field components of the induced polarization. However, examination of the symmetry properties of the seven crystal systems, comprising thirty-two crystal classes, drastically reduces the effective number of coefficients, particularly when terms in equations (1.13)-(1.16) are retained to leading order only \{4\}. For example, in any crystal with inversion symmetry, $X_{i j k}^{(2)}$ is identically zero \{6\}, as in the experiment of Terhune et al. \{2\}. Here the (third) harmonic generation could be ascribed to the terms containing $\chi^{(3)}$ and $\eta^{(2)}$ and, in addition, a term of the type

$$
X_{i j k e}^{(3)^{\prime}} E_{j} \nabla_{k} E_{e}
$$

introduced to account for inhomogeneity (which we shall not consider further).

Taking the curl on both sides of equation (1.3) together with (1.4) and (1.6) yields the wave equation for the electric field:

$$
\begin{equation*}
\nabla(\nabla \cdot E)-\nabla^{2} \underset{\sim}{E}+\frac{1}{c^{2}} \frac{\partial^{2} E}{\partial t^{2}}=-\frac{4 \pi}{c^{2}}\left(\frac{\partial^{2} P}{\partial t^{2}}-\nabla \cdot \frac{\partial^{2} Q}{\partial t^{2}}+\cdots\right) \tag{1.17}
\end{equation*}
$$

In the simplest case of a linear susceptibility only, this reduces to:

$$
\begin{equation*}
\nabla(\nabla \cdot \underset{\sim}{E})-\nabla^{2} \underset{\sim}{E}+\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}[\underset{\approx}{\epsilon} \cdot \underset{\sim}{E}]=0 \tag{1.18}
\end{equation*}
$$

where the dielectric tensor (dyadic) $\underset{\sim}{\epsilon}$ is related to the susceptibility $X(1)$ by:

$$
\begin{equation*}
\epsilon_{i j}=\delta_{i j}+4 \pi X_{i j}^{(1)} \tag{1.19}
\end{equation*}
$$

From simple considerations of energy flux \{9\}, or by means of standard thermodynamic relations \{10\}, one readily shows that the dielectric tensor is symmetrical ( $\epsilon_{i j}=\epsilon_{j i}$ ), and therefore possesses only six independent components. By a suitable choice of coordinate axes, $\underset{\approx}{\approx}$ can be represented by a diagonal matrix; these are called principal axes of the crystal, and in this system the diagonal elements of $\underset{\approx}{\epsilon}$ will be denoted simply by $\epsilon_{j}(j=1,2,3)$ \{11\}. The components of $\underset{\sim}{D}$ and $\underset{\sim}{E}$ are then related by:

$$
\begin{equation*}
D_{j}=\epsilon_{j} E_{j} \tag{1.20}
\end{equation*}
$$

## CHAPTER 2

## ELECTROMAGNETIC WAVE PROPAGATION IN A LINEAR ANISOTROPIC MEDIUM

Consider a monochromatic plane wave

$$
\begin{align*}
& \underset{\sim}{E}(\underset{\sim}{r}, t)={\underset{\sim}{*}}_{0} \exp [i(\underset{\sim}{k} \sim \sim-\omega t)]  \tag{2.1}\\
& \underset{\sim}{H}(\underset{\sim}{r}, t)={\underset{\sim}{\sim}}_{0} \exp [i(\underset{\sim}{k} \cdot \sim-\omega t)] \tag{2.2}
\end{align*}
$$

propagating in a linear, anisotropic medium. In such a medium, the amplitudes $\underset{\sim}{E} \circ$ and $\underset{\sim}{\underset{\sim}{\underset{O}{O}}}$ are constant. With $V \rightarrow i \underset{\sim}{k}$, the wave equation (1.18) immediately yields:

$$
\begin{equation*}
\left(-|k|^{2} I \underset{\approx}{\approx} \underset{\sim}{k}+\frac{\omega^{2}}{c^{2}} \underset{\approx}{\underset{\sim}{~}}\right) \cdot \underset{\sim}{E}=0 \tag{2.3}
\end{equation*}
$$

where $\underset{\sim}{I}$ denotes the unit dyadic. Now express the wave vector $\underset{\sim}{k}$ as:

$$
\begin{equation*}
\underset{\sim}{k}=k \underset{\sim}{n}=\frac{\omega}{v} \underset{\sim}{n} \tag{2.4}
\end{equation*}
$$

in terms of the unit vector $(\underset{\sim}{n})$ in the direction of the wave normal (also called here the direction of propagation), and $v$ the phase velocity in the medium (which will turn out to depend both upon the direction of propagation and plane of polarization of the wave). We define also the principal velocities in the crystal as:

$$
\begin{equation*}
v_{j}=\frac{c}{\sqrt{\dot{\epsilon}_{j}}} \tag{2.5}
\end{equation*}
$$

in terms of the principal dielectric constants $\epsilon_{j}$, the subscript $j=$ 1,2,3 again denoting the principal axis (xyz) system, relative to which the direction cosines of the wave normal will be denoted by $n_{j}$. Thereby, equation (2.3) can be recast in the form of the homogeneous system ( $\mathrm{j}=1,2,3$ ) :

$$
\begin{equation*}
n_{j} \sum_{i=1}^{3} n_{i} E_{i}+\left(\frac{v^{2}}{v_{j}^{2}}-1\right) E_{j}=0 \tag{2.6}
\end{equation*}
$$

Now from equations (1.1), (1.5), (1.9) and (1.19), we have for a linear medium:

$$
\begin{equation*}
\underset{\sim}{\sim} \cdot \underset{\sim}{\sim} \sim \sim \cdot \underset{\sim}{E} \cdot \underset{\sim}{E}=0, \tag{2.7}
\end{equation*}
$$

which implies that whereas the displacement will always be perpendicular to the direction of propagation, the electric field will not be, in general. Only in certain special cases will $\underset{\sim}{\sim} \underset{\sim}{E}=0$, these being: (i) isotropic crystals (i.e. cubic in structure); (ii) propagation along one of the principal axes of any crystal; (iii) the ordinary wave in a uniaxial crystal (see below); (iv) propagation along or at right angles to the optic axis in a uniaxial crystal (see below).

Now direct substitution of $D_{j}$ in terms of $\sum_{i} n_{i} E_{i}$ from (2.6) in (2.7), together with (1.20), yields the celebrated Fresnel equation \{10-13\}:

$$
\begin{equation*}
\sum_{j=1}^{3} \frac{n_{j}^{2}}{v^{2}-v_{j}^{2}}=0 \tag{2.8}
\end{equation*}
$$

An analysis of this equation, which is quadratic in $v^{2}$, for the general case $\epsilon_{1}<\epsilon_{2}<\epsilon_{3}$ shows that for every direction of the wave normal, there are two distinct phase velocities $v^{\prime}$ and $v^{\prime \prime}$ (the phenomenon of birefringence), which will not coincide unless $n_{2}=0$ \{ll\}. In that case ( $v^{\prime}=v^{\prime \prime}=v_{2}$ ), there are two possible directions of the wave normal given by

$$
\begin{equation*}
v_{2}^{2}-v_{1}^{2}-n_{1}^{2}\left(v_{3}^{2}-v_{1}^{2}\right)=0 \tag{2.9}
\end{equation*}
$$

These two directions in which there is only one phase velocity are known as the optic axes of a biaxial crystal. With the above labelling of the principal axes, the optic axes lie in the ( $x, z$ ) plane and are symmetrical with respect to the $x$-axis.

It should be pointed out that the derivation of equation (2.8) shows it to be inapplicable in the special case of propagation along a principal axis. Here, however, two phase velocities are again obtained \{13\}, namely the principal velocities

$$
v^{\prime}=\frac{c}{\sqrt{\epsilon_{i}}} \quad ; \quad v^{\prime \prime}=\frac{c}{\sqrt{\epsilon_{k}}}
$$

corresponding to $n_{j}=1$, a result which follows immediately from equations (2.6).

The special case of the uniaxial crystal (only one optic axis) occurs if $\epsilon_{I}=\epsilon_{2}$, equation (2.9) predicting that this axis lies in the z direction. With $\theta$ denoting the angle between $\underset{\sim}{n}$ and the $z$ axis, Fresnel's equation (2.8) for propagation in the direction ( $\theta, \phi$ ) with respect to the $z$ axis yields the following two solutions for the phase
velocity, in terms of $v_{0}=v_{1}=v_{2}$ and $v_{e}=v_{3}$ :

$$
\begin{align*}
& v^{2}=v_{0}^{2}  \tag{2.10}\\
& v^{2}=v_{0}^{2} \cos ^{2} \theta+v_{e}^{2} \sin ^{2} \theta \tag{2.11}
\end{align*}
$$

The wave travelling with velocity $v_{o}$ independent of the direction of propagation is termed the ordinary wave. The other wave is termed the extraordinary wave, its velocity depending upon the direction of propagation. The latter will not obey Snell's Law when refracted at the surface of a uniaxial crystal. Only for propagation along the $z$ axis $(\theta=0)$ are the two velocities the same. In a direction perpendicular to the $z$ axis $(\theta=\pi / 2)$, the velocity of the extraordinary wave is $v_{e}$. The corresponding ordinary ( $\mu_{0}$ ) and extraordinary ( $\mu_{\mathrm{e}}$ ) refractive indices of the crystal may be defined by:

$$
\mu_{0}=\sqrt{\epsilon_{1}}=\sqrt{\epsilon_{2}} \quad ; \quad \mu_{e}=\sqrt{\epsilon_{3}} .
$$

Equation (2.11) may now be recast as an expression for the refractive index ( $\mu=c / v$ ) applicable to propagation of the extraordinary wave:

$$
\begin{equation*}
\mu_{e}(\theta)=\frac{\mu_{0} \mu_{e}}{\sqrt{\mu_{0}^{2} \sin ^{2} \theta+\mu_{e}^{2} \cos ^{2} \theta}} \tag{2.12}
\end{equation*}
$$

(Note therefore that $\mu_{e}=\mu_{e}(\pi / 2)$, from (2.12).)
If $\mu_{e}>\mu_{0}\left(i . e . \epsilon_{3}>\epsilon_{1}=\epsilon_{2}\right.$ ), the birefringence is said to be positive, whereas if $\mu_{e}<\mu_{0}$ (i.e. $\epsilon_{3}<\epsilon_{1}=\epsilon_{2}$ ), the birefringence is said to be negative. The corresponding crystals are called positive or negative uniaxial, respectively \{9\}. In the former case, the ordinary wave is faster, in the latter case it is slower.

A supplementary relation to (2.8) for $v^{2}$ in terms of the direction cosines $\left(\gamma_{j}\right)$ of $\underset{\sim}{D}$ with respect to the principal axes may also be derived \{ll\} from equation (2.6):

$$
\begin{equation*}
v^{2}=\sum_{j=1}^{3-1} \gamma_{j}^{2} v_{j}^{2} \tag{2.13}
\end{equation*}
$$

We now proceed to examine the inter-relationships of the various fields in more detail. From equation (l.12) it follows that:

$$
\begin{equation*}
\underset{\sim}{D}=-\mu \approx \times \underset{\sim}{H} \tag{2.14}
\end{equation*}
$$

(with $\mu=C / v$ as before). Thus, $\underset{\sim}{D}$ is perpendicular to both $\underset{\sim}{n}$ and $\underset{\sim}{H}$. From equation (1.3) it follows in addition that:

$$
\begin{equation*}
\underset{\sim}{H}=\mu \underset{\sim}{n} \times \underset{\sim}{E} \tag{2.15}
\end{equation*}
$$

while equations (1.11) and (1.12) together yield:

$$
\begin{equation*}
D=\mu^{2}[\underline{\sim}-(n \cdot \underline{\sim}) \underline{\sim}] . \tag{2.16}
\end{equation*}
$$

Thus, while $\underset{\sim}{H}$ is perpendicular to both $\underset{\sim}{n}$ and $\underset{\sim}{E}$, the latter is coplanar with $\underset{\sim}{n}$ and $\underset{\sim}{D}$ but not in general perpendicular to $\underset{\sim}{\sim}$ unless the crystal is cubic.

Therefore, the direction of energy flow associated with the wave, given by the Poynting vector:

$$
\begin{equation*}
\underset{\sim}{S}=\frac{c}{8 \pi} E \times{\underset{\sim}{H}}^{*} \tag{2.17}
\end{equation*}
$$

is not along the normal to the surfaces of constant phase in an anisotropic crystal. From (2.15), one finds that:

$$
\begin{equation*}
S=\mu \varepsilon\left[|E|^{2} \underset{\sim}{n}-(\underset{\sim}{E} \cdot \underline{\sim}){\underset{\sim}{E}}^{*}\right] \tag{2.18}
\end{equation*}
$$

from which a velocity of energy propagation $\underset{\sim}{u}$ may be obtained from the definition :

$$
\begin{equation*}
\underset{\sim}{S}=U_{\underset{\sim}{u}} \tag{2.19}
\end{equation*}
$$

in terms of the electromagnetic energy density:

$$
\begin{align*}
U & =\frac{1}{16 \pi}\left(\underline{E} \cdot D^{*}+\underset{\sim}{B} \cdot H^{*}\right)  \tag{2.20}\\
& =\frac{\mu^{2}}{8 \pi}\left[|E|^{2}-(n \cdot \underset{\sim}{E})\left(\underset{\sim}{n} \cdot E^{*}\right)\right] \tag{2.21}
\end{align*}
$$

(note that the electric and magnetic contributions to $U$ remain equal for anisotropic crystals). Equations (2.18) to (2.21) reveal that $\underset{\sim}{u}$
and $v$ are related by

$$
\begin{equation*}
v=u \cdot \underline{\sim} \tag{2.22}
\end{equation*}
$$

or the phase velocity is equal to the projection of the energy velocity on the wave normal.

Now the fields corresponding to the two distinct solutions ( $v^{\prime}$ and $v^{\prime \prime}$ ) of the Fresnel equation (2.8) may be shown by (2.6) to have the property that \{11\}:

$$
\begin{equation*}
D^{\prime} \cdot \underline{\sim}^{\prime \prime}=0 \tag{2.23}
\end{equation*}
$$

Hence, since ${\underset{\sim}{\sim}}^{\prime},{\underset{\sim}{E}}^{\prime}, \underset{\sim}{n}$ and ${\underset{\sim}{D}}^{\prime \prime}, \underset{\sim}{E} ", \underset{\sim}{n}$ form two sets of coplanar vectors,

$$
\begin{equation*}
\underline{D}^{\prime} \cdot E^{\prime \prime}={\underset{\sim}{D}}^{\prime \prime} \cdot{\underset{\sim}{E}}^{\prime}=0 \tag{2.24}
\end{equation*}
$$

However, $\underset{\sim}{E} \cdot \underset{\sim}{E} " \neq 0$ for the two solutions of the Fresnel equation corresponding to a particular direction of propagation $(\underset{\sim}{n})$.

From equation (2.6) together with (1.20), it follows that (11):

$$
\begin{equation*}
D_{x}\left(v^{2}-v_{1}^{2}\right) / n_{1}=D_{y}\left(v^{2}-v_{2}^{2}\right) / n_{2}=D_{z}\left(v^{2}-v_{3}^{2}\right) / n_{3} \tag{2.25}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{x}\left(1-v^{2} / v_{1}^{2}\right) / n_{1}=E_{y}\left(1-v^{2} / v_{2}^{2}\right) / n_{2}=E_{z}\left(1-v^{2} / v_{3}^{2}\right) / n_{3} \tag{2.26}
\end{equation*}
$$

Hence the directions of $\underset{\sim}{D}, \underset{\sim}{E}$ and $\underset{\sim}{H}$ (from (2.15)) are known provided that $v$ is known. Thus, if $\underset{\sim}{n}$ is given, $v^{\prime}$ and $v^{\prime \prime}$ are determined from (2.8) and thereafter the directions of the components of the two waves are specified uniquely, except for the special case discussed below. On the other hand if $\underset{\sim}{D}$ is given $\underset{\sim}{E}$ follows at once and the direction of $\underset{\sim}{n}$ is known from the fact that it is coplanar with $\underset{\sim}{D}$ and $\underset{\sim}{E}$, and perpendicular to $\underset{\sim}{D}$. In this case, $v$ is derived from (2.13) and $\underset{\sim}{H}$ from (2.15).

In the case of propagation along the optic axis of a crystal (i.e. when $v^{\prime}=v^{\prime \prime}=v_{2}$ ), however, we see from (2.25) and (2.26) that the directions of $\underset{\sim}{D}$ and $\underset{\sim}{E}$ are no longer uniquely determined. Therefore, plane waves can propagate along an optic axis with any arbitrary direction of polarization.

A special case of interest is the propagation of the ordinary wave in a uniaxial crystal. Equation (2.25) implies in this case the vanishing of $D_{z}$, and hence the condition (2.7) requires that $\underset{\sim}{D}$ be perpendicular to the plane containing $\underset{\sim}{n}$ and the optic axis. Similarly, equa-
tion (2.26) implies the vanishing of $E_{Z^{\prime}}$, in which case equation (1.20) for the principal axis system implies that $\underset{\sim}{n} \cdot \underset{\sim}{E}=0$ for the ordinary wave. Thus, the ordinary wave in a uniaxial crystal is polarized perpendicularly to the optic axis.

Conversely, (2.23) now requires that $\underset{\sim}{\sim}$ for the extraordinary wave lie in the plane containing $\underset{\sim}{n}$ and the optic axis. Consequently, (1.20) and (2.26) together mean that $\underset{\sim}{n} \cdot \underset{\sim}{E}$ cannot be zero except for the special cases of $\underset{\sim}{n}$ along or perpendicular to the optic axis.

Referring to equation (2.18), we therefore see that, whereas the direction of energy propagation (the ray direction) always coincides with the wave normal in the case of the ordinary wave in a uniaxial crystal, the two directions will not coincide in the case of the extraordinary wave unless the wave normal is either along or perpendicular to the optic axis.

The above comments are confirmed by the following useful expressions for the angles involved in wave propagation in a uniaxial crystal. We define as before the angle between the wave normal (direction of propagation) and the optic axis as $\theta$. Equation (2.12) yields:

$$
\begin{equation*}
\tan \theta= \pm \frac{\mu_{e}}{\mu_{0}}\left(\frac{\mu_{0}^{2}-\mu^{2}}{\mu^{2}-\mu_{e}^{2}}\right)^{\frac{1}{2}} \tag{2.27}
\end{equation*}
$$

Let $\beta$ denote the angle between the electric field direction and the optic axis. With

$$
\begin{gathered}
V_{1}=V_{2}=v_{0}=c / \mu_{0} \\
v_{3}=v_{e}=c / \mu_{e} \\
D_{x}=\mu_{0}^{2} E_{x} ; D_{y}=\mu_{0}^{2} E_{y} ; D_{z}=\mu_{e}^{2} E_{z} \\
\text { equations (2.25) and (2.26) both reduce to: }
\end{gathered}
$$

$$
\begin{equation*}
\frac{E_{x}}{n_{1}}=\frac{E_{y}}{n_{2}}=\left(\frac{\mu^{2}-\mu_{e}^{2}}{\mu^{2}-\mu_{0}^{2}}\right) \frac{E_{z}}{n_{3}} \tag{2.28}
\end{equation*}
$$

whence one obtains

$$
\begin{equation*}
\tan \beta=\left(\frac{\mu^{2}-\mu_{e}^{2}}{\mu^{2}-\mu_{0}^{2}}\right) \tan \theta . \tag{2.29}
\end{equation*}
$$

Let $\varphi=\beta \mp \frac{\pi}{2}$ denote the angle between the direction of energy propagation (ray direction) and the optic axis. (The relationship between the appropriate quadrants for $\theta$ and $\beta$, from (2.27) and (2.29), must be carefully considered here.) From equations (2.27) and (2.29) one therefore has:

$$
\begin{equation*}
\tan \varphi= \pm \frac{\mu_{0}}{\mu_{e}}\left(\frac{\mu_{0}^{2}-\mu^{2}}{\mu^{2}-\mu_{e}^{2}}\right)^{\frac{1}{2}}=\left(\frac{\mu_{0}}{\mu_{e}}\right)^{2} \tan \theta \tag{2.30}
\end{equation*}
$$

Therefore in positive uniaxial crystals ( $\mu_{0}<\mu_{\mathrm{e}}$ ), $\varphi<\theta$, whereas in negative uniaxial crystals ( $\mu_{0}>\mu_{\mathrm{e}}$ ), $\varphi>0$.

The angle $(\alpha)$ between $\underset{\sim}{D}$ and $\underset{\sim}{E}$, which is also the angle $(\alpha)$ between the wave normal $(\underset{\sim}{n})$ and ray $(\underset{\sim}{S})$ directions, is given by $\alpha=|\theta-\varphi|$, and may therefore be calculated from equations (2.27) and (2.30):

$$
\begin{equation*}
\tan \alpha=\frac{1}{\mu_{0} \mu_{e}}\left[\left(\mu_{0}^{2}-\mu^{2}\right)\left(\mu^{2}-\mu_{e}^{2}\right)\right]^{\frac{1}{2}} \tag{2.31}
\end{equation*}
$$

For an alternative presentation of the various geometrical relationships for extraordinary wave propagation expressed by equations (2.27), (2.29), (2.30) and (2.31), the reader is referred to Appendix IV.

## CHAPTER 3

## OPTICAL HARMONIC GENERATION IN A NON-LINEAR MEDIUM

## INTRODUCTION

In this section we shall consider the general phenomenon of optical harmonic generation and related processes, and thereafter the restrictions imposed by crystal symmetry. In order to facilitate the understanding of the problem a simple physical model will be described for the polarization of the medium. Now, whereas a complete treatment of the problem can in general be given only within the framework of the quantum theory, many polarization properties can be analyzed on the basis of the classical anharmonic oscillator \{4\}. This in turn presupposes that the frequencies under consideration are sufficiently far removed from absorption bands, i.e. fall in regions of optical transparency for the particular crystal $\{4,9\}$.

Below, we shall consider the effect of the first non-linear term $\chi^{(2)} \underset{\sim}{\text { EE }}$ in equation (1.13) when two fields:

$$
{\underset{\sim}{\varepsilon}}_{1} \exp \left[i\left({\underset{\sim}{N}}_{1}^{k} \underset{\sim}{r}-\omega_{1} t\right)\right],{\underset{\sim}{\varepsilon}}_{2} \exp \left[i\left({\underset{\sim}{k}}_{2} \cdot \underset{\sim}{r}-\omega_{2} t\right)\right]
$$

are impressed upon a non-linear medium. Evaluation of the secondorder polarization shows that four types of interactions arise (called three-frequency \{4\} or three-wave \{14\} interactions), one of which corresponds to the generation of waves at the sum frequency:

$$
\omega_{3}=\omega_{1}+\omega_{2}
$$

For this process, a particular component of the non-linear (NL) polarization can be written:

$$
P_{i}^{N L}\left(\omega_{3}\right)=\sum_{j k} X_{i j k}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right) \varepsilon_{1 j} \varepsilon_{2 k} \exp i\left[\left({\underset{\sim}{k}}_{1}+{\underset{2 d}{ }}^{k_{2}} \cdot \underset{\sim}{ }-\left(\omega_{1}+\omega_{2}\right) t\right] .\right.
$$

Initially, it will be necessary to retain explicitly the frequency dependence associated with each of the three principal axes (ijk) as implied \{14\} by equation (3.1), and thereafter consideration will be
given to situations which permit one to simplify this detailed form of description $\{6,15\}$.

One important general property of the susceptibility tensor $X(n)$ ijk...q is immediately apparent on consideration of the reality of the physical fields $\underset{\sim}{P}$ and $\underset{\sim}{E}: ~ f r o m ~ a ~ b a s i c ~ t h e o r e m ~ o f ~ F o u r i e r ~ a n a l y s i s, ~ i t ~$ follows that $\{16\}$ :

$$
\begin{equation*}
X_{i j k \cdots q}^{(n)}\left(-\omega_{;}-\omega_{1}, \cdots,-\omega_{n}\right)=X_{i j k \cdots i_{q}^{(n)}}^{\left(\omega_{1}, \cdots, \omega_{n}\right)} \tag{3.2}
\end{equation*}
$$

Since the susceptibility itself must be a real quantity, it follows that each tensor component of the type (3.2) must be an even function of freguency. (For simplicity, we shall however employ complex electric fields in this chapter. In that case, allowance for dissipation in the medium would yield an imaginary part to $\chi^{(n)}$ which would, from (3.2), be an odd function of frequency \{16\}.)

As a preliminary to this investigation, however, an important question needs to be answered, namely the rôle of the local fields in determining the non-linear susceptibilities in equation (1.13).

## (a) THE RELATIONSHIP BETWEEN MACROSCOPIC AND LOCAL FIELD QUANTITIES

Whereas the fields appearing in the Maxwell equations (1, l)-(1.4), (1.9)-(1.12) are macroscopic quantities \{7\} (i.e. averages over macroscopic volume elements containing many atoms, in which microscopic fluctuations are smoothed out), a dynamical model for the polarization of the medium would require one to take into account the local field at the position of a particular molecule or atom in the crystal lattice.

In a linear (L), isotropic medium (a fluid or crystal with cubic symmetry), the local field $\underset{\sim}{\widetilde{E}}$ is related to the macroscopic field $\underset{\sim}{E}$ by the Lorentz formula $\{7,8\}$ :

$$
\begin{align*}
\tilde{E} & =\underset{\sim}{E}+\frac{4 \pi}{3}{\underset{\sim}{P}}^{L}  \tag{3.3}\\
\therefore \tilde{E} & =\left(\frac{E+2}{3}\right) \underset{\sim}{E} \tag{3.4}
\end{align*}
$$

by (1.13) and (1.19).
Now certain crystals like ZnS are isotropic (cubic, class $\mathrm{T}_{\mathrm{d}}$ ) but lack inversion symmetry $\{4,17\}$. Thus $\chi_{i j k}^{(2)}$ is non-zero for all $i \neq j \neq k$
which implies that second harmonic generation can readily take place (see below). The corresponding form of (3.3) now becomes:

$$
\begin{equation*}
\underset{\sim}{E}=\underset{\sim}{E}+\frac{4 \pi}{3}{\underset{\sim}{P}}^{2}+\frac{4 \pi}{3}{\underset{\sim}{P}}^{N L} \tag{3.5}
\end{equation*}
$$

while the displacement may be written:

$$
\begin{equation*}
\underset{\sim}{D}=\underset{\sim}{E}+4 \pi{\underset{\sim}{P}}^{L}+4 \pi{\underset{\sim}{P}}^{N L} \tag{3.6}
\end{equation*}
$$

In terms of the local electric field and susceptibility,

$$
\begin{equation*}
\underline{P}^{L}=\tilde{X}^{(1)} \tilde{E} \tag{3.7}
\end{equation*}
$$

and we find by (3.5):

$$
\begin{align*}
{\underset{\sim}{P}}^{L} & =\left[\frac{\widetilde{X}^{(1)}}{1--4 \frac{\pi}{3} \tilde{X}^{(1)}}\right]\left\{\underset{\sim}{E}+\frac{4 \pi}{3}{\underset{\sim}{P}}^{N L}\right\}  \tag{3.8}\\
& =\left(\frac{\epsilon-1}{4 \pi}\right) \underset{\sim}{E}+\left(\frac{\epsilon-1}{3}\right){\underset{\sim}{P}}^{N L} \tag{3.9}
\end{align*}
$$

where the permittivity $\epsilon$ of the medium has been obtained from $\widetilde{\chi}^{(1)}$ by the clausius-Mossotti equation $\{7,8\}$ :

$$
\begin{equation*}
\widetilde{X}^{(1)}=\frac{3}{4 \pi}\left(\frac{\epsilon-1}{\epsilon+2}\right) \tag{3.10}
\end{equation*}
$$

Thus by (3.6):

$$
\begin{equation*}
\underline{\sim}=\epsilon E \underline{\sim}+4 \pi\left(\frac{\epsilon+2}{3}\right){\underset{\sim}{P}}^{N L} \tag{3.11}
\end{equation*}
$$

Equation (3.11) shows that the effective macroscopic non-linear polarization is $\frac{1}{3}(\epsilon+2)$ times the value calculated from the local fields by:

$$
\begin{equation*}
{\underset{\sim}{P}}^{N L}=\tilde{X}^{(2)} \tilde{E} \underset{\sim}{E} \tag{3.12}
\end{equation*}
$$

Thus, from (3.1), (3.4), (3.11) and (3.12), i.e. considering the nonlinear terms to be small perturbations on the linear terms, we obtain (14):

$$
\begin{equation*}
X^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right)=\left(\frac{\epsilon\left(\omega_{1}\right)+2}{3}\right)\left(\frac{\epsilon\left(\omega_{2}\right)+2}{3}\right)\left(\frac{\epsilon\left(\omega_{3}\right)+2}{3}\right) \widetilde{X}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right) \tag{3.13}
\end{equation*}
$$

This important relation, which may be generalized to higher order \{4\}, shows that the macroscopic quantities $\chi^{(2)}$ follow the same symmetry relations as the microscopic quantities $\tilde{X}^{(2)}$. Armstrong et al. (14\} have shown that the same conclusion holds in the case of anisotropic crystals (see Appendix I).

This is the justification for our not making a careful distinction between macroscopic and local field quantities in equations (1.13)(1.16), and we shall henceforth omit the tildes once more. When necessary, the distinction can readily be made, by means of the relations discussed in this section.

We point out, lastly, the physical interpretation $\{14\}$ of the nonlinearity in equation (3.9) leading to (3.11) and (3.13). Owing to the interaction between the non-linear dipole moment at one lattice site and the linear dipole moment at another site, the local field at the various sites and, therefore, the linear dipole moment, is affected by the existence of such a non-linearity. This in turn changes the permittivity (dielectric tensor $\underset{\approx}{\epsilon}$ ) of the medium. The main approximation introduced in (3.13) has been to ignore the interaction between non-linear dipole moments at different sites $\{4,14\}$.

## (b) MEDIA WITH QUADRATIC SUSCEPTIBILITY

Evaluation of the second-order polarization $\chi^{(2)}$ EE in equation (1.13) shows that four types of interactions arise when two fields:

$$
{\underset{\sim}{\alpha}} \exp \left[i\left(k_{\alpha} \sim \sim-\omega_{\alpha} t\right)\right] \quad(\alpha=1,2)
$$

are impressed upon a non-linear medium $\{4\}$.
(i) Static, non-linear terms of the type:

$$
X_{i j k}^{(2)}\left(0 ; \omega_{1},-\omega_{1}\right) \varepsilon_{1 j} \varepsilon_{1 k}^{*} \quad ; \quad X_{i j k}^{(2)}\left(0 ; \omega_{2},-\omega_{2}\right) \varepsilon_{2 j} \varepsilon_{2 k}^{*}
$$

This effect might be called rectification of high-frequency electromagnetic waves in a quadratic medium, but is not of great interest for present purposes.
(ii) Second harmonic generation, i.e. terms of the type:
$X_{i j k}^{(2)}\left(2 \omega_{1} ; \omega_{1}, \omega_{1}\right) \varepsilon_{i j} \varepsilon_{i k} \exp \left[i\left(\alpha{\underset{\sim}{1}}^{1}-\dot{\sim}-2 \omega_{1} t\right)\right]$
$\chi_{i j k}^{(2)}\left(2 \omega_{2} ; \omega_{2}, \omega_{2}\right) \varepsilon_{2 j} \varepsilon_{2 k} \exp \left[i\left(2 \underset{\sim}{2} \underset{\sim}{z}-2 \omega_{2} t\right)\right]$.
(iii) Frequency summation terms of the type:
$X_{i j k}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right) \varepsilon_{i j} \varepsilon_{2 k} \exp i\left[\left({\underset{\sim}{1}}^{k_{2}}+k_{2}\right) \cdot \approx-\left(\omega_{1}+\omega_{2}\right) t\right]$.
(iv) The generation of waves of the difference frequency by the interaction of two waves in a quadratic medium, i.e. terms of the type:
$\chi_{i j k}^{(2)}\left(\omega_{3} ; \omega_{1},-\omega_{2}\right) \varepsilon_{i j} \varepsilon_{2 k}^{*} \exp i\left[\left(k_{2}-k_{2}\right) \cdot \hat{\sim}-\left(\omega_{1}-\omega_{2}\right) t\right]$.
An interesting special case of these processes is termed the linear electro-optic (Pockels) effect $\{4,8\}$. The index of refraction for a high-frequency electromagnetic wave is changed when a static or low-frequency field $\underset{\sim}{E} \underset{2}{ }$ is applied. The corresponding non-linear polarization contains terms of the type:
$X_{i j k}^{(2)}\left(\omega_{1} ; \omega_{1}, 0\right) \varepsilon_{i j} \varepsilon_{2 k} \exp [i(\underset{\sim}{2} \cdot \underset{\sim}{\gamma}-\omega, t)]$.

## (c) MEDIA WITH CUBIC SUSCEPTIBILITY

The effects arising from the second non-linear term $\chi^{(3)}$ EEE in equation (1.13) when three fields:

$$
{\underset{\sim}{\beta}} \exp \left[i\left(\underset{\sim}{k} \cdot \underset{\sim}{\sim}-\omega_{\beta} t\right)\right] \quad(\beta=1,2,3)
$$

are impressed upon a non-linear medium, may be enumerated as follows \{4\}.
(i) Sum frequency generation, from:

$$
X_{i j k e}^{(3)}\left(\omega_{4} ; \omega_{1}, \omega_{2}, \omega_{3}\right) \varepsilon_{i j} \varepsilon_{2 k} \varepsilon_{3 e} \exp i\left[\left(k_{2}+k_{2}+k_{3}\right) \cdot \approx-\left(\omega_{1}+\omega_{2}+\omega_{3}\right) t\right] .
$$

With $\omega_{1}=0$, this becomes sum frequency generation in the presence of a static field.

## (ii) Sum and difference frequency generation:

$$
\begin{aligned}
& X_{i j k e}^{(3)}\left(\omega_{4} ; \omega_{1}, \omega_{2},-\omega_{3}\right) \varepsilon_{l j} \varepsilon_{2 k} \varepsilon_{3 e}^{*} \exp i\left[\left(\beta_{2}+k_{2}-k_{2}\right) \cdot \underset{\sim}{r}\right. \\
& \left.-\left(\omega_{1}+\omega_{2}-\omega_{3}\right) t\right] \\
& \left.\chi_{i j k e}^{(3)}\left(-\omega_{4} ;-\omega_{1},-\omega_{2}\right)+\omega_{3}\right) \varepsilon_{i j}^{*} \varepsilon_{2 k}^{*} \varepsilon_{3 e} \exp -i\left[\left(k_{i}+\beta_{2}-\beta_{2}\right) \cdot \gamma\right. \\
& \left.-\left(\omega_{1}+\omega_{2}-\omega_{3}\right) t\right] .
\end{aligned}
$$

Again, with $\omega_{1}=0$, this becomes difference frequency generation in the presence of a static field.
(iii) Frequency tripling of an electromagnetic wave:

$$
X_{i j k e}^{(3)}\left(3 \omega_{1} ; \omega_{1}, \omega_{1}, \omega_{1}\right) \varepsilon_{1 j} \varepsilon_{1 k} \varepsilon_{1 e} \exp i[3 \underset{\sim}{k} \cdot \underset{\sim}{r}-3 \omega, t]
$$

(iv) Frequency doubling of an electromagnetic wave by application of a static field $\left(\omega_{2}=0\right)$ :

$$
\chi_{i j k e}^{(3)}\left(2 \omega_{1} ; \omega_{1}, \omega_{1}, 0\right) \varepsilon_{1 j} \varepsilon_{1 k} \varepsilon_{2 e} \exp i\left[2 \underset{\sim}{R_{1}} \cdot \underset{\sim}{r}-2 \omega_{1} t\right]
$$

(v) Change of the index of refraction of a medium in the field of an intense electromagnetic wave, owing to polarization terms of the type:

$$
X_{i j k e}^{(3)}\left(\omega_{1} ; \omega_{1}, \omega_{1},-\omega_{1}\right) \varepsilon_{1 j} \varepsilon_{1 k} \varepsilon_{1 e}^{*} \exp i\left[\mathcal{R}_{1} \cdot \sim-\omega_{i} t\right]
$$

(d) A DYNAMICAL MODEL FOR THE POLARIZATION

We consider firstly the situation in a linear medium. Denote by
 ith normal mode, which obeys \{4\}:

$$
\begin{equation*}
M_{i} \frac{d^{2} x_{i}}{d t^{2}}+\Gamma_{i} \frac{d x_{i}}{d t}+k_{i} x_{i}=-e \hat{t}_{i} \cdot \underline{E} \tag{3.14}
\end{equation*}
$$

Here $M_{i}, \Gamma_{i}$ and $k_{i}$ are respectively the effective mass, damping constant and harmonic force constant of the mode $x_{i}$ : the unit vector $\underset{\sim}{\ell} \mathcal{\sim}_{\sim}$ is directed along the electric dipole moment of the oscillation, while $\underset{\sim}{\sim}$ denotes the local electric field strength. The dipole moment per unit volume (linear polarization) is given by:

$$
\begin{equation*}
{\underset{\sim}{p}}^{L}=-e N \sum_{i}{\underset{\sim}{i}}^{e} x_{i} \tag{3.15}
\end{equation*}
$$

where $N$ is the number of atoms or molecules per unit volume and the summation extends over all electronic and atomic normal oscillations with non-zero dipole moment, i.e. oscillations which are optically active in the absorption spectrum.
"The normal modes of electrons and atoms must conform to the symmetry properties of the molecule or, for a single crystal, of the crystal as a whole. Thus, for example, those modes which are optically active in absorption and in Raman scattering satisfy, first of all, the requirements of translational symmetry, according to which they must be invariant under displacement by any lattice vector. Accordingly, the only normal modes considered are those which correspond to in-phase displacement of all homologous atoms in all unit cells of the crystal. Thus the translational symmetry requirement enables us to restrict the discussion for crystals to a single 'crystal molecule' or unit cell. Besides translational symmetry of crystals, isolated molecules display various other types of symmetry. In many cases, a knowledge of the symmetry and structure of the molecules enables one to determine the possible normal modes and corresponding dipole moments. For a sufficiently high degree of rotational and reflection symmetry, some of the modes (fully symmetric oscillations) have zero moment and therefore do not contribute to the sum (3.15)" \{4\}.

Now with the normal angular frequency $\omega_{O_{i}}=\sqrt{\frac{k_{\dot{j}}}{M_{j}}}$, and considering the crystal to be a weakly absorbing dispersive medium, i.e. ignoring the $\Gamma_{i}$ term in (3.14), the steady-state solution corresponding to:

$$
\begin{equation*}
\widetilde{E} \cdots \varepsilon \exp i(\underset{\sim}{k} \cdot \tau-\omega t) \tag{3.16}
\end{equation*}
$$

is simply

$$
\begin{equation*}
x_{i}=-\frac{e e_{i} \xi \exp i(\beta \cdot \gamma-\omega t)}{M_{i}\left(\omega_{o i}^{2}-\omega^{2}\right)} \tag{3.17}
\end{equation*}
$$

This yields a linear polarization:

$$
\begin{equation*}
{\underset{\sim}{p}}^{L}=\sum_{i} \frac{N e^{2} e_{i}\left(e_{i} \cdot \underline{\varepsilon}\right) \exp i\left(R_{i} \cdot \tilde{\approx}-\omega t\right)}{M_{i}\left(\omega_{0 i}^{2}-\omega^{2}\right)} \tag{3.18}
\end{equation*}
$$

and thus the linear susceptibility (Cartesian components):

$$
\begin{equation*}
\tilde{X}_{a b}^{(0)}=\sum_{i} N e^{2} \frac{e_{i a}}{M_{i}\left(\omega_{0 i}^{2}-\omega^{2}\right)} \tag{3.19}
\end{equation*}
$$

Now for a medium with quadratic susceptibility (a quadratic medium), equation (3.14) may be modified by addition of the appropriate non-linear correction to the potential energy $U$ of the molecule:

$$
\begin{equation*}
U=\frac{1}{2} \sum_{i} k_{i} x_{i}^{2}+\Delta U \tag{3.20}
\end{equation*}
$$

This correction term arises from the interaction (coupling) of the normal modes. The lowest order of these is cubic, which dominates higher order terms in weakly non-linear media:

$$
\begin{equation*}
\Delta U=\frac{1}{3} \sum_{i j k}^{-1} \beta_{i j k} x_{i} x_{j} x_{k} \tag{3.21}
\end{equation*}
$$

where the matrix $\beta_{i j k}$ is invariant under any permutation of the indices. As shown below, such a correction term can only exist in a crystal which lacks a centre of inversion. (It is interesting to note that the same restriction applies in the case of piezoelectric crystals, which belong to exactly the same classes as those which admit quadratic susceptibility (l0\}.)

Now the resulting non-linear equation:

$$
\begin{equation*}
M_{i} \frac{d^{2} x_{i}}{d t^{2}}+\Gamma_{i} \frac{d x_{i}}{d t}+k_{i} x_{i}+\sum_{j k}^{-} \beta_{i j k} x_{j} x_{k}=-\underset{\sim}{e} \cdot \underset{\sim}{\tilde{E}} \tag{3.22}
\end{equation*}
$$

cannot be solved exactly. However, we are interested in weakly absorbing dispersive media, for which $\Gamma_{i}$ may be set equal to zero, and ob-
tain an approximate solution to (3.22) by the perturbation method. With $\underset{\sim}{\underset{E}{E}}$ again given by (3.16), we write:

$$
\begin{equation*}
x_{i}=x_{i}^{L}+x_{i}^{N L} \tag{3.23}
\end{equation*}
$$

where $\left|x_{i}^{N L}\right| \ll\left|x_{i}^{L}\right|$ by assumption (thus $\left|\frac{\beta_{i j k}}{k_{i}}\right| \ll\left|x_{i}^{L}\right|^{-1}$ ), and $x_{i}^{L}$ is given by (3.17). Upon substitution of (3.23) into (3.22) and on collecting the first-order correction terms, one obtains for the real (i.e. physical) non-linear displacement:

$$
\begin{align*}
x_{i}^{N L}=-\frac{1}{2} \sum_{j k} & \frac{\beta_{i j k} e^{2}\left(e_{j} \cdot \varepsilon\right)\left(e_{k} \cdot \varepsilon\right)}{M_{i} M_{j} M_{k}\left(\omega_{o j}^{2}-\omega^{2}\right)\left(\omega_{0 k}^{2}-\omega^{2}\right)} \\
& \times\left[\frac{1}{\omega_{0 i}^{2}}+\frac{\cos 2(\xi \cdot \alpha-\omega t)}{\left(\omega_{0 i}^{2}-4 \omega^{2}\right)}\right] \tag{3.24}
\end{align*}
$$

Thus,

$$
P^{N L}=P^{N L}(0)+P^{N L}(2 \omega)
$$

where:

$$
\begin{array}{r}
{\underset{\sim}{\sim}}_{(2 \omega)}^{N L}=\frac{N e^{3}}{2} \sum_{i j k} \frac{\beta_{i j k} e_{i}\left(e_{j} \cdot \varepsilon\right)\left(e_{k} \cdot \varepsilon\right)}{M_{i} M_{j} M_{k}\left(\omega_{0 j}^{2}-\omega^{2}\right)\left(\omega_{0 k}^{2}-\omega^{2}\right)} \\
\times \frac{\cos \alpha(\xi \cdot x-\omega t)}{\left(\omega_{0 i}^{2}-4 \omega^{2}\right)} \tag{3.25}
\end{array}
$$

and therefore (in Cartesian components):

$$
\begin{equation*}
\tilde{X}_{a b c}^{(2)}(2 \omega ; \omega, \omega)=\frac{N e^{3}}{2} \sum_{i j k} \frac{\beta_{i j k} e_{i a} \ell_{j b} e_{k c}}{M_{i} M_{j} M_{k}\left(\omega_{o j}^{2}-\omega^{2}\right)\left(\omega_{o k}^{2}-\omega^{2}\right)\left(\omega_{o i}^{2}-4 \omega^{2}\right)} \tag{3.26}
\end{equation*}
$$

Completely analogously, one finds on combining two wave fields ${\underset{\sim}{c}}_{1} \exp i\left({\underset{\sim}{k}}_{1} \cdot \underset{\sim}{r}-\omega_{1} t\right)$ and ${\underset{\sim}{c}}_{2} \exp i\left(\underset{\sim}{k}{ }_{2} \cdot \underset{\sim}{r}-\omega_{2} t\right)$ two quadratic susceptibi-
lity terms, corresponding to sum and difference frequencies $\omega_{1} \pm \omega_{2}$, the one for $\omega_{3}=\omega_{1}+\omega_{2}$ being:

$$
\begin{equation*}
\tilde{X}_{a b c}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right)=\frac{N e^{3}}{2} \sum_{i j k} \frac{\beta_{i j k} e_{i a} e_{j b} e_{k c}}{M_{i} M_{j} M_{k}\left(\omega_{0 i}^{2}-\omega_{3}^{2}\right)\left(\omega_{o j}^{2}-\omega_{1}^{2}\right)\left(\omega_{o k}^{2}-\omega_{2}^{2}\right)} \tag{3.27}
\end{equation*}
$$

where it is understood that components $a, b, c$ are associated respectively with angular frequencies $\omega_{3}, \omega_{1}$ and $\omega_{2}$, respectively.

Examination of equation (3.27) reveals that it satisfies the important result $\{14\}$ that:

$$
\begin{equation*}
\tilde{X}_{a b c}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right)=\tilde{X}_{c a b}^{(2)}\left(\omega_{2} ; \omega_{3},-\omega_{1}\right)=\tilde{X}_{b c a}^{(2)}\left(\omega_{1} ;-\omega_{2}, \omega_{3}\right) \tag{3.28}
\end{equation*}
$$

This, the most general permutation symmetry relation \{14\} states that the frequencies may be permuted at will provided that the Cartesian indices $a, b$ and $c$ are simultaneously permuted so that a given frequency is always associated with the same index.

However, (3.27) also satisfies the general relationship \{4\}:

$$
\begin{equation*}
\tilde{X}_{a b c}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right)=\tilde{X}_{a c b}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right) \tag{3.29}
\end{equation*}
$$

i.e. that $\tilde{\chi}_{a b c}^{(2)}$ is always symmetrical in the last two indices, as well as the weaker Kleinman symmetry condition (15\} ("conjecture" \{6\}), that $\tilde{X}_{a b c}^{(2)}$ is symmetrical in all three indices (i.e. without permutation of the corresponding frequencies):

$$
\begin{equation*}
\tilde{X}_{a b c}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right)=\tilde{X}_{a c b}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right)=\tilde{X}_{b a c}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right) \tag{3.30}
\end{equation*}
$$

Now a more rigorous derivation of the susceptibilities than that presented here, i.e. with inclusion of energy dissipation, would show that whereas relations (3.28) and (3.29) are rigorously and generally valid, (3.30) would hold only in the limit of sufficiently weak dispersion, and thus provided that the crystal is effectively transparent throughout a spectral region that includes all the frequencies involved in the interaction $\{6,9\}$. While this very useful simplification (15\} may be assumed to hold within experimental accuracy in many (if not
most) cases of interest, it would of course be invalid were an absorption band to lie between any of the relevant frequencies. It therefore does not apply to the linear electro-optic (Pockels) effect, or to difference-frequency generation of far-infrared wavelengths \{18\}. An interesting case has been reported in the literature \{19\}, in which the crystal $\mathrm{LiIO}_{3}$ (class $C_{6}$ ) was shown to possess a weak but non-vanishing second-order susceptibility $\chi_{123}^{(2)}=-\chi_{213}^{(2)}$, contrary to Kleinman's conjecture. The physical basis of Kleinman's arguments \{15\} has been re-examined by Franken and Ward \{6\}, who also present a validity criterion for judging the applicability of this approximation.

In the case of crystals possessing a centre of inversion, the quadratic susceptibility vanishes identically (see below). The predominant contribution to the non-linear susceptibility then arises from a quartic correction to the molecular potential energy $U\{4\}$ :

$$
\begin{equation*}
\Delta U=\frac{1}{4} \sum_{i_{j k}} \alpha_{i j k g} x_{i} x_{j} x_{k} x_{g} \tag{3.31}
\end{equation*}
$$

where the matrix $\alpha_{i j k g}$ is invariant under any permutation of the indices. Equation (3.22) is now replaced by:

$$
\begin{equation*}
M_{i} \frac{d^{2} x}{d t^{2}}+\Gamma_{i} \frac{d x_{i}}{d t}+k_{i} x_{i}+\sum_{j k g} \alpha_{i j k g} x_{j} x_{k} x_{g}=-e{\underset{\sim}{i}}^{e} \cdot \underline{\sim} \tag{3.32}
\end{equation*}
$$

Upon substitution of (3.23) into (3.32) and on collecting the firstorder correction terms, one obtains for the real (i.e. physical) nonlinear displacement:

$$
\begin{align*}
x_{i}^{N L}= & \frac{1}{4} \sum_{j k g} \frac{\alpha_{i j k g} e^{3}\left({\underset{\sim}{j}}^{e_{j}} \underline{\underline{\varepsilon}}\right)\left(\underline{e}_{k} \cdot \underline{\varepsilon}\right)\left(e_{g} \cdot \underline{e_{j}}\right)}{M_{j} M_{k} M_{g}\left(\omega_{o j}^{2}-\omega^{2}\right)\left(\omega_{0 k}^{2}-\omega^{2}\right)\left(\omega_{o g}^{2}-\omega^{2}\right)} \\
& \times\left\{\frac{3 \cos (k \cdot \hat{z}-\omega t)}{\left(\omega_{0 i}^{2}-\omega^{2}\right)}+\frac{\cos 3(k \cdot \approx-\omega t)}{\left(\omega_{0 i}^{2}-9 \omega^{2}\right)}\right\} \tag{3.33}
\end{align*}
$$

Thus,

$$
P^{N L}={\underset{\sim}{P}}^{N L}(\omega)+{\underset{\sim}{P}}^{N L}(3 \omega)
$$

where:

$$
\begin{gather*}
P^{N L}(3 \omega)=-\frac{N e^{4}}{4} \sum_{i j k g} \frac{\alpha_{i j k g}{\underset{i}{i}\left(e_{j} \cdot \varepsilon_{\tilde{\sim}}\right)\left(e_{k} \cdot \underline{x}\right)\left(e_{g} \cdot \varepsilon\right)}_{M_{i} M_{j} M_{k} M_{g}}}{\quad x \frac{\cos 3(k \cdot \tilde{z}-\omega t)}{\left(\omega_{o i}^{2}-9 \omega^{2}\right)\left(\omega_{o j}^{2}-\omega^{2}\right)\left(\omega_{0 k}^{2}-\omega^{2}\right)\left(\omega_{o g}^{2}-\omega^{2}\right)}}
\end{gather*}
$$

and therefore the Cartesian components of the third-order susceptibility are given by:

$$
\begin{align*}
\tilde{X}_{a b c d}^{(3)}(3 \omega ; \omega, \omega, \omega)= & -\frac{N e^{4}}{4} \sum_{i j k g}-\frac{\alpha_{i j k g} e_{i a} e_{j b} e_{k c} e_{g d}}{M_{i} M_{j} M_{k} M_{g}} \\
& \frac{1}{\left(\omega_{o i}^{2}-9 \omega^{2}\right)\left(\omega_{o j}^{2}-\omega^{2}\right)\left(\omega_{o k}^{2}-\omega^{2}\right)\left(\omega_{o g}^{2}-\omega^{2}\right)} \tag{3.35}
\end{align*}
$$

Completely analogously, one finds on combining three wave fields ${\underset{\sim}{c}}_{1} \exp i\left(\underset{\sim}{k_{1}} \cdot \underset{\sim}{r}-\omega_{1} t\right),{\underset{\sim}{c}}_{2} \exp i\left({\underset{\sim}{k}}_{2} \cdot \underset{\sim}{r}-\omega_{2} t\right)$ and ${\underset{\sim}{c}}_{3} \exp i\left({\underset{\sim}{r}}_{3} \cdot \underset{\sim}{r}-\omega_{3} t\right)$ four quadratic susceptibility terms corresponding to angular frequencies:

$$
\omega_{4}=\omega_{1} \pm \omega_{2} \pm \omega_{3} ; \quad \omega_{4}=\omega_{1} \pm \omega_{2} \mp \omega_{3}
$$

Such interactions are termed (counting the mode at the resultant frequency) four-frequency $\{4\}$ or four-wave $\{14\}$ interactions. The susceptibility corresponding to $\omega_{4}=\omega_{1}+\omega_{2}+\omega_{3}$ may be written:

$$
\begin{equation*}
\widetilde{X}_{a b c d}^{(3)}\left(\omega_{4} ; \omega_{1}, \omega_{2}, \omega_{3}\right)=-\frac{N e^{4}}{4} \sum_{i j k g} \frac{\alpha_{i j k g} \ell_{i a} \ell_{j b} \ell_{k c} \ell_{g d}}{M_{i} M_{j} M_{k} M_{g}\left(\omega_{06}^{2}-\omega_{4}^{2}\right)\left(\omega_{0 j}^{2}-\omega_{1}^{2}\right)\left(\omega_{0 k}^{2}-\omega_{2}^{2}\right)\left(\omega_{0 g}^{2}-\omega_{3}^{2}\right)} \tag{3.36}
\end{equation*}
$$

where it is understood that components $a, b, c, d$ are associated respectively with angular frequencies $\omega_{4}, \omega_{1}, \omega_{2}$ and $\omega_{3}$.

It is clear that (3.36), analogously to (3.27), satisfies the result that $\{14\}:$

$$
\begin{align*}
\tilde{\chi}_{a b c d}^{(3)}\left(\omega_{4} ; \omega_{1}, \omega_{2}, \omega_{3}\right)= & \tilde{\chi}_{d a b c}^{(3)}\left(\omega_{3} ; \omega_{4},-\omega_{1},-\omega_{2}\right) \\
= & \tilde{\chi}_{c d a b}^{(3)}\left(\omega_{2} ;-\omega_{3}, \omega_{4},-\omega_{1}\right)=\tilde{\chi}_{b c d a}^{(3)}\left(\omega_{1} ;-\omega_{2},-\omega_{3}, \omega_{4}\right) \tag{3.37}
\end{align*}
$$

As in the case of (3.28), this general permutation symmetry relation may be stated: the frequencies may be permuted at will provided that the cartesian indices $a, b, c$ and $d$ are simultaneously permuted in such a way that a given frequency is always associated with the same index.

However, (3.36) also satisfies the general relationship \{4\}:

$$
\begin{equation*}
\tilde{X}_{a b c d}^{(3)}\left(\omega_{4} ; \omega_{1}, \omega_{2}, \omega_{3}\right)=\tilde{X}_{a b d c}^{(3)}\left(\omega_{4} ; \omega_{1}, \omega_{2}, \omega_{3}\right)=\tilde{X}_{a d c b}^{(3)}\left(\omega_{4} ; \omega_{1}, \omega_{2}, \omega_{3}\right) \tag{3.38}
\end{equation*}
$$

i.e. that $\tilde{X}_{\text {abcd }}^{(3)}$ is always symmetrical in the last three indices. In addition, it satisfies the weaker Kleinman symmetry condition (15) that $\tilde{X}_{\text {abcd }}^{(3)}$ is symmetrical in all three indices (i.e. without permutation of the corresponding frequencies):

$$
\begin{align*}
& \tilde{X}_{a b c d}^{(3)}\left(\omega_{4} ; \omega_{1}, \omega_{2}, \omega_{3}\right)=\tilde{X}_{d a b c}^{(3)}\left(\omega_{4} ; \omega_{1}, \omega_{2}, \omega_{3}\right) \\
= & \tilde{X}_{c d a b}^{(3)}\left(\omega_{4} ; \omega_{1}, \omega_{2}, \omega_{3}\right)=\tilde{X}_{b c d a}^{(3)}\left(\omega_{4} ; \omega_{1}, \omega_{2}, \omega_{3}\right) . \tag{3.39}
\end{align*}
$$

As in the case of (3.30), a more rigorous derivation of the susceptibilities than that presented here, i.e. with inclusion of energy dissipation, would show that whereas relations (3.37) and (3.38) are rigorously and generally valid, (3.39) holds only in the limit of sufficiently weak dispersion, and thus provided that the crystal is effectively transparent throughout a spectral region that includes all the frequencies involved in the interaction $\{6,9\}$.

Comparison of equations (3.19), (3.27) and (3.36) suggests the validity of an empirical rule due to miller \{20\}, implying that since the non-linear susceptibilities consist of products of terms which enter also in the corresponding linear (first-order) susceptibilities for the relevant frequencies, materials with high refractive index tend to be more strongly non-linear in their optical properties. We shall
examine the basis for Miller's rule $\{20\}$ in more detail below.

## (e) EXPERIMENTAL NOTATION

Corresponding to the second-order non-linear susceptibility $X_{i j k}^{(2)}$ used above, one finds in the experimental literature a non-linear coefficient $d_{i j k}$. The relationship between the two is $\{9\}$ :

$$
\begin{equation*}
d_{i j k}=-\frac{1}{2} X_{i j k}^{(2)} \tag{3.40}
\end{equation*}
$$

The reader should note carefully the ambiguity that exists in the literature concerning the omission or inclusion in relation (3.40) of the factor of two \{9\}. It is also common practice at this point to employ a parameter $d$ with contracted indices in the notation of $W$. Voigt \{16\}. One sets:

$$
\begin{equation*}
d_{i j k}=d_{m n} \tag{3.41}
\end{equation*}
$$

where $m=i$, and $n=j$ for $j=k, n=4$ for $j+k=5, n=5$ for $j+k=4$ with $j \neq k$, and $n=6$ for $j+k=3$. When employing these parameters with contracted indices in matrices, the reader should note the cautionary remarks in Section 2.9 of Ref. \{9\}.

A further grouping of parameters $d_{m n}$ into an effective parameter deff (or simply d) is also employed (9\} when summation is carried out over a number of interacting waves in various states of polarization.

## (f) SYMMETRY TRANSFORMATIONS

Consider a particular physical situation described by equation (1.13), that is for given orientations of the medium, impressed electric fields and resultant polarization. One can transform from a description of the phenomenon in one chosen set of coordinate axes (e.g. the principal axes of the crystal, as in Chapter 2 above) to a new coordinate frame. The new axes are related to the old by a transformation $\underset{\approx}{A}$ which can be written as a $(3 \times 3)$ matrix representing an arbitrary combination of rotation and inversion. In the new frame one has:

$$
\begin{equation*}
\tilde{X}_{\alpha \beta \gamma}^{(2)^{\prime}}=A_{\alpha i} A_{\beta j} A_{\gamma k} \tilde{X}_{i j k}^{(2)} \tag{3.42}
\end{equation*}
$$

If $\underset{\sim}{A}$ is now restricted to be a symmetry transformation, then all properties of the material are identically described in both coordinate frames, so that:

$$
\begin{equation*}
\tilde{X}_{\alpha \beta \gamma}^{(2)}=A_{\alpha i} A_{\beta j} A_{\gamma k} \tilde{X}_{i j k}^{(2)} \tag{3.43}
\end{equation*}
$$

These symmetry transformations correspond to so-called macroscopic symmetry elements in crystals \{17\}, which reduce to the following:
i) centre of symmetry (inversion).
ii) mirror plane.
iii) 1-, 2-, 3-, 4- or 6-fold rotation axes,
iv) 1-, 2-, 3-, 4- or 6-fold inversion axes.

Possible combinations of macroscopic symmetry elements are called point groups, of which there are just 32. Crystals are divided into 32 crystal classes according to the point-group symmetry they possess.

As an example of a symmetry transformation, choose $\underset{\sim}{A}$ to be the inversion transformation $A_{\alpha i}=-\delta_{\alpha i}$. Equation (3.43) then yields:

$$
\begin{equation*}
\tilde{X}_{\alpha \beta \gamma}^{(2)}=-\tilde{X}_{\alpha \beta \gamma}^{(2)}=0 \tag{3.44}
\end{equation*}
$$

from which one may conclude that second-harmonic generation cannot take place in crystals which possess a centre of inversion. By an extension of this argument, it may be shown that for crystals with a centre of inversion, all tensors of odd rank are zero.

Of the various crystal classes, there remain 21 without a centre of inversion. Of these, one (cubic, class O) is of no practical importance since all components of the second-order susceptibility vanish \{16\} on the grounds of other symmetry transformations which the crystal possesses $\{17$ ). The remaining 20 classes, which also exhibit piezoelectricity $\{10\}$, are listed in Appendix II.

## (g) MILLER'S RULE

Consider again equations (3.19) and (3.27). In a crystal, the mode directions $\underset{\sim}{\mathcal{Z}} \underset{i}{ }$ are tied to the crystallographic axes \{4\}, and therefore by choosing the principal axis system, one obtains a diagonal
representation for $\tilde{X}^{(1)}$, as already seen in Chapters 1 and 2. Thus,

$$
\begin{equation*}
\tilde{X}_{a a}^{(1)}=N e^{2} \sum_{i}^{1} \frac{1}{M_{i}\left(\omega_{0 i}^{2}-\omega^{2}\right)} \tag{3.45}
\end{equation*}
$$

where the prime indicates that the sum includes only those modes which can be projected onto principal axis a. In this way, (3.27) may also be simplified as follows:

$$
\begin{equation*}
\tilde{X}_{a b c}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right)=\sum_{i j k}^{\prime} \frac{\frac{1}{2} N e^{3} \beta_{i j k}}{M_{i} M_{j} M_{k}\left(\omega_{0 i}^{2}-\omega_{3}^{2}\right)\left(\omega_{o j}^{2}-\omega_{i}^{2}\right)\left(\omega_{o k}^{2}-\omega_{2}^{2}\right)} \tag{3.46}
\end{equation*}
$$

where the prime indicates that the sum includes only those normal modes lying along principal axes a (modes i), b (modes j) and c (modes k), respectively.

Then, a simple heuristic argument $\{9,20,21\}$ suggests that one may approximate $\tilde{X}_{\text {abc }}^{(2)}$ by:

$$
\begin{equation*}
\tilde{X}_{a b c}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right)=\tilde{X}_{a a}^{(1)}\left(\omega_{3}\right) \tilde{X}_{b b}^{(1)}\left(\omega_{1}\right) \tilde{X}_{c c}^{(1)}\left(\omega_{2}\right) \Delta_{a b c}, \tag{3.47}
\end{equation*}
$$

where the third-rank tensor $\Delta_{a b c}$ may also be expected to obey the Kleinman symmetry condition \{15\}. Now it is clear from (3.46) that relation (3.47) cannot be derived rigorously from the preceding equations. However, Miller $\{20\}$ has found that whereas experimental values for $\tilde{X}_{a b c}^{(2)}$ vary over a range of about 600 for the various crystal types he considered (all suitable for optical second harmonic generation), the corresponding values of $\Delta_{a b c}$ calculated by (3.47) from the experimental data were always within a factor of two of their average value. Moreover, $\Delta_{a b c}$ for a particular coefficient for crystals in a given symmetry class were found to be equal, to within $\pm 50 \%$.

Experiments by Patel $\{22,23\}$ verified that Miller's phenomenological rule can be applied to infra-red fundamental wavelengths as well. In his work, a $10.6 \mu \mathrm{CO}_{2}$ laser was employed, together with the following crystals: $T e$ and Se (Class $\mathrm{D}_{3}$ ); $\mathrm{ZnS}, \mathrm{CdS}$ and CdSe (Class $\mathrm{C}_{6} \mathrm{~V}$ ); InAs, GaAs, $\mathrm{ZnS}, \mathrm{CdTe}, \mathrm{ZnSe}$ and ZnTe (Class $\mathrm{T}_{\mathrm{d}}$ ). In addition to good qualitative and quantitative agreement with the paper of Miller \{20\}, the Kleinman symmetry relation \{15\} was verified within experimental
accuracy for $\mathrm{ZnS}, \mathrm{CdS}$ and CdSe.
An attempt to account for these observations on both classical and quantum-mechanical grounds led to the conclusion that the physical origin of the non-linearity could be ascribed to the shape of the potential at a lattice site (2l), and therefore that the magnitude of the non-linear polarization is determined primarily by geometrical factors rather than by the detailed structure of the atomic wave functions. This conclusion in fact provides a justification for the essentially classical description of non-linear optics in the present review.

## (h) ORDERS OF MAGNITUDE

A simple order-of-magnitude estimate of the ratio between the first-order non-linear polarization and the linear polarization (or equivalently between non-linear polarizations of successive orders) may be obtained as follows $\{21,24\}$. Restoring the neglected damping terms in (3.17) et seq.. and using the abbreviated notation of Bloembergen \{24\}:

$$
D(\omega)=\omega_{0}^{2}-\omega^{2}-i \frac{\Gamma}{M} \omega
$$

we have:

$$
\left|\frac{P^{N L}(2 \omega)}{P^{L}(\omega)}\right| \sim \frac{\beta e}{m^{2}} \frac{|\varepsilon|}{D(\omega) D(2 \omega)}
$$

using simply the electron mass for each $M_{i}$, and ignoring the threedimensional aspects of the problem.
"Now it may be expected from the physical nature of electronic binding that if the deviation $x$ is of the order of the radius a of the equilibrium orbital of the electron, the non-linear force $\beta x^{2}$ is of the same order as the linear force $m \omega \delta a=e\left|E_{a t}\right|$, where $E_{a t}$ is the intraatomic electric field binding the electron" \{24\}. Thus with both and $2 \omega$ well off resonance, we may estimate:

$$
\left|\frac{P^{N L}(\alpha \omega)}{P^{L}(\omega)}\right| \sim \frac{e}{m a} \frac{|\varepsilon|}{\omega_{0}^{2}} \sim \frac{|\varepsilon|}{\left|E_{a+}\right|}
$$

The electric field amplitude of the light wave must therefore be com-
pared with the electric field inside the atom, which is typically of the order of $3 \times 10^{8}$ volts/cm.

It may thus be concluded (24\} that even for the high power flux densities ( $\sim 10^{10}$ watts $/ \mathrm{cm}^{2}$ ), e.g. in the focus of a Q-switched laser, the non-linear response can still be treated as a small perturbation, since $\left|\varepsilon / E_{a t}\right| \sim 3 \times 10^{-3}$ in this case.

With a resonance occurring in one of the $D$ factors, this ratio would be enhanced, however, by the substantial factor $\frac{\mathrm{m} \omega_{0}}{\Gamma}$. It should be pointed out, however, that even if the magnitude of the non-linear effect is small, its detectability is due to the excellent discrimination in the various experiments discussed here. Of primary importance in this regard is the subject of the following chapter.

## CHAPTER 4

## PHASE MATCHING IN CRYSTALS

## (a) THE THREE-WAVE INTERACTION

Consider a medium possessing quadratic susceptibility, on which the wave fields:

$$
\mathcal{\sim}_{\alpha} \exp \left[i\left(k_{\sim} \dot{\sim}-\omega_{\alpha} t\right)\right] \quad(\alpha=1,2)
$$

are impressed. As discussed in Chapter 3 , a wave of angular frequenCY:

$$
\omega_{3}=\omega_{1}+\omega_{2}
$$

will be generated in the medium, and this can in turn interact with the wave at angular frequency $\omega_{2}$ to produce a non-linear polarization of the medium at angular frequency $w_{1}$, by the three-wave interaction $\{9\}$. Consider for example wave propagation in the $z$ direction.

Then for the $i^{\text {th }}$ component of the non-linear polarization at frequency $\omega_{1}$, equation (1.13) yields the summation:

$$
\begin{align*}
P_{i i}^{N L}(z, t)= & \sum_{j k}\left[\chi_{i j k}^{(2)} \omega_{1} ;-\omega_{2}, \omega_{3}\right) \varepsilon_{2 j}^{*}(z) \varepsilon_{3 k}^{(z)} \\
& \left.+\chi_{i j k}^{(2)}\left(\omega_{1} ; \omega_{3}-\omega_{2}\right) \varepsilon_{3 j}(z) \varepsilon_{2 k}^{*}(z)\right] \\
& x \exp i\left[\left(k_{3}-k_{2}\right) z-\left(\omega_{3}-\omega_{2}\right) t\right] \tag{4.1}
\end{align*}
$$

where explicit allowance has been made for amplitude variation with distance in a non-linear medium.

Now since by (3.28) and (3.29):

$$
\begin{equation*}
X_{i j k}^{(2)}\left(\omega_{1} ; \omega_{3},-\omega_{2}\right)=X_{i k_{j}^{(2)}}^{\left.\left(\omega_{1} ;-\omega_{2}, \omega_{3}\right)=X_{i j k}^{(2)}\left(\omega_{1} ;-\omega_{2}, \omega_{3}\right), ~\right) ~} \tag{4.2}
\end{equation*}
$$

and introducing the experimental parameter from (3.40):

$$
\begin{equation*}
X_{i j k}^{(2)}=2 d_{i j k} \tag{4.3}
\end{equation*}
$$

we may simplify the notation further by contracting the summations over the indices $j k$ by means of the effective parameter $d$ (see Chapter 3 and Ref. \{9\}). "The advantage of this notation is that it reduces the problem to one dimension. All further derivations are made using this effective non-linearity, yielding in the end a simple, universally valid expression for the generated power. For given experimental conditions, the appropriate equation for $d$ is substituted in this equation, restoring again the full three-dimensional aspect of the problem" \{9\}. It may be pointed out that at this stage in the text just cited, the approximation has already been made of neglecting all frequency dependences of the non-linear susceptibility, i.e. in effect Kleinman symmetry has been assumed.

With the above notational changes and simplifications, equation (4.1) and similar relations for $P_{2 j}^{N L}, P_{3 k}^{N L}$ yield for the non-linear polarizations at the three frequencies:

$$
\begin{align*}
& P_{1}^{N L}(z, t)=2 d \varepsilon_{2}^{*}(z) \varepsilon_{3}(z) \exp i\left[\left(k_{3}-k_{2}\right) z-\left(\omega_{3}-\omega_{2}\right) t\right]  \tag{4.4}\\
& P_{2}^{N L}(z, t)=2 d \varepsilon_{3}(z) \varepsilon_{1}^{*}(z) \exp i\left[\left(k_{3}-k_{1}\right) z-\left(\omega_{3}-\omega_{1}\right) t\right]  \tag{4.5}\\
& P_{3}^{N L}(z, t)=2 d \varepsilon_{1}(z) \varepsilon_{2}(z) \exp i\left[\left(k_{1}+k_{2}\right) z-\left(\omega_{1}+\omega_{2}\right) t\right] \tag{4.6}
\end{align*}
$$

These expressions may now be used in conjunction with the Maxwell equations to relate the spatial variations of the electric fields associated with the three frequencies. From equation (1.17) one has:

$$
\begin{equation*}
\nabla(\nabla \cdot \underset{\sim}{E})-\nabla^{2} \underset{\sim}{E}+\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}[\underset{\approx}{E} \cdot \underset{\sim}{E}]=-\frac{4 \pi}{c^{2}} \frac{\partial^{2} P^{N L}}{\partial t^{2}} \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\underset{\sim}{D}=\underset{\approx}{E} \cdot \underset{\sim}{E}+4 \pi{\underset{\sim}{P}}^{N L} \tag{4.8}
\end{equation*}
$$

(with ${\underset{\sim}{P}}^{N L}$ now taken to be the effective macroscopic non-linear polarization, as distinct from the value calculated from the local fields in the medium as in (3.11) and (3.12)).

Now since $\frac{\partial}{\partial x}=\frac{\partial}{\partial y}=0$, we have in the principal axis system of the
crystal:

$$
\begin{equation*}
\frac{\partial^{2} E_{1}}{\partial z^{2}}+\frac{\omega_{1}^{2} \epsilon_{1}}{c^{2}} E_{1}=-\frac{4 \pi}{c^{2}} \omega_{1}^{2} P_{1}^{N L} \tag{4.9}
\end{equation*}
$$

using also equation (4.4). Direct calculation of the first term in (4.9) yields:

$$
\begin{equation*}
\frac{\partial^{2} E_{1}}{\partial z^{2}}=\left(\frac{d^{2} \varepsilon_{1}}{d z^{2}}-k_{1}^{2} \varepsilon_{1}+2 i k_{1} \frac{d \varepsilon_{1}}{d z}\right) \exp i\left(k_{1} z-\omega_{1} t\right) \tag{4.10}
\end{equation*}
$$

Now if the scale lengths $L$ for significant changes of amplitude or phase of $\varepsilon_{1}$ with distance are such that:

$$
L \gg \frac{2 \pi}{h_{1}}
$$

i.e. many wavelengths would be required for significant variation of the envelope function $\varepsilon_{1}(z)$, then the first term in parentheses in (4.10) may be neglected, and:

$$
\begin{equation*}
\frac{\partial^{2} E_{1}}{\partial z^{2}} \simeq-\left(k_{1}^{2} \varepsilon_{1}-2 i k_{1} \frac{d \varepsilon_{1}}{d z}\right) \exp i\left(k_{1} z-\omega, t\right) \tag{4.11}
\end{equation*}
$$

Henceforth we shall consistently adopt the slowly varying amplitude and phase approximation. From equations (4.4)-(4.6), (4.9) and (4.11) or their equivalents, we obtain directly \{9\}:

$$
\begin{align*}
& \frac{d \varepsilon_{1}}{d z}=\frac{4 \pi i \omega_{1}^{2}}{k_{1} c^{2}} d \varepsilon_{2}^{*}(z) \varepsilon_{3}(z) \exp \left[i\left(k_{3}-k_{2}-k_{1}\right) z\right]  \tag{4.12}\\
& \frac{d \varepsilon_{2}}{d z}=\frac{4 \pi i \omega_{2}^{2}}{k_{2} c^{2}} d \varepsilon_{1}^{*}(z) \varepsilon_{3}(z) \exp \left[i\left(k_{3}-k_{2}-k_{1}\right) z\right]  \tag{4.13}\\
& \frac{d \varepsilon_{3}}{d z}=\frac{4 \pi i \omega_{3}^{2}}{k_{3} c^{2}} d \varepsilon_{1}(z) \varepsilon_{2}(z) \exp \left[i\left(k_{1}+k_{2}-k_{3}\right) z\right] \tag{4.14}
\end{align*}
$$

where explicit use has been made of the substitution $k_{i}^{2}=\epsilon_{i} \omega_{i}^{2} / c^{2}$ ( $i=1,2,3$ ) (Actually, this substitution requires a little thought:
equation (4.9) in fact represents the propagation of both $E_{1 x}$ and $E_{1 Y}$ in the $z$ direction. From Chapter 2 we know that the corresponding phase velocities are in fact different, being given by $\frac{c}{\sqrt{\epsilon_{\mathbf{x}}}}$ and $\frac{c}{\sqrt{\epsilon_{Y}}}$, respectively. In our condensed notation, both of these modes are represented by a single wave vector $\mathrm{k}_{1}$.)

Each of the three coupled equations (4.12) - (4.14) gives the rate of change with distance of the amplitude at one frequency as a function of the amplitudes at the two other frequencies and of the phase difference between the non-linear polarization wave and the electro-magnetic wave. We shall substitute \{14\}:

$$
\begin{equation*}
\Delta k=k_{1}+k_{2}-k_{3} \tag{4.15}
\end{equation*}
$$

and first consider the simple case in which the amount of power generated at the sum frequency $\left(\omega_{3}\right)$ is small enough for the amplitudes at the two input frequencies ( $\omega_{1}$ and $\omega_{2}$ ) to be considered constant. Then, (4.12) - (4.15) reduce to the single equation:

$$
\begin{equation*}
\frac{d \varepsilon_{3}}{d z}=\frac{4 \pi i \omega^{2}}{k_{3} c^{2}} d \varepsilon_{1} \varepsilon_{2} \exp (i \Delta k z) \tag{4.16}
\end{equation*}
$$

whence, integrating over a homogeneous slab of thickness L ,

$$
\begin{equation*}
\varepsilon_{3}(L)=\frac{4 \pi \omega_{3}^{2}}{k_{3} c^{2}} \frac{d \varepsilon_{1} \varepsilon_{2}}{\Delta k}[\exp (i \Delta k L)-1] \tag{4.17}
\end{equation*}
$$

In terms of the corresponding Poynting vectors (by equation (2.18)):

$$
\begin{align*}
S_{3} & =\frac{\mu_{3} c}{8 \pi}\left|\varepsilon_{3}\right|^{2} \\
& =\frac{s_{12} \pi^{5} L^{2} d^{2} S_{1} S_{2}}{\mu_{1} \mu_{2} \mu_{3} \lambda_{3}^{2} c}\left(\frac{\sin x}{x}\right)^{2} \tag{4.18}
\end{align*}
$$

where $x=\Delta k L / 2, \lambda_{3}$ is the wavelength in vacuo corresponding to $\omega_{3}, S_{1}$ and $S_{2}$ are the Poynting vectors corresponding to the waves of angular frequency $\omega_{1}$ and $\omega_{2}$, respectively, and the refractive indices $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are those appropriate to the particular polarization states
under consideration (or the effective values appropriate to the compositions of the beams $\omega_{I}$ and $\left.\omega_{2}\right)$.

The form of equation (4.18) illustrates three important points \{9\}:
i) For $\Delta k \neq 0$, the output power generated by the three-wave interaction varies as $\left(\frac{\sin x}{x}\right)^{2}$.
ii) For $\Delta k=0$, the output power is proportional to the square of the number of output wavelengths corresponding to the length of the crystal.
iii) The output power is proportional to the product of the input powers. It should be borne in mind that (4.18) has been derived strictly within the small-signal approximation.
(b) THE MANLEY-ROWE RELATIONS

Equations (4.12)-(4.14), with $\frac{\omega}{k}=\frac{c}{\mu}$ may be written in the form:

$$
\begin{align*}
& \frac{\mu_{1} c}{\omega_{1}} \varepsilon_{1}^{*} \frac{d \varepsilon_{1}}{d z}=4 \pi i d \varepsilon_{1}^{*} \varepsilon_{2}^{*} \varepsilon_{3} e^{-i \Delta k z}  \tag{4.19}\\
& \frac{\mu_{2} c}{\omega_{2}} \varepsilon_{2}^{*} \frac{d \varepsilon_{2}}{d z}=4 \pi i d \varepsilon_{2}^{*} \varepsilon_{1}^{*} \varepsilon_{3} e^{-i \Delta k z}  \tag{4.20}\\
& \frac{\mu_{3} c}{\omega_{3}} \varepsilon_{3}^{*} \frac{d \varepsilon_{3}}{d z}=4 \pi i d \varepsilon_{3}^{*} \varepsilon_{1} \varepsilon_{2} e^{+i \Delta k z} \tag{4.21}
\end{align*}
$$

which may be combined as:

$$
\begin{equation*}
\frac{\mu_{1} c}{\omega_{1}} \frac{d}{d z}\left(\varepsilon_{1} \varepsilon_{1}^{*}\right)=\frac{\mu_{2} c}{\omega_{2}} \frac{d}{d z}\left(\varepsilon_{2} \varepsilon_{2}^{*}\right)=-\frac{\mu_{3} c}{\omega_{3}} \frac{d}{d z}\left(\varepsilon_{3} \varepsilon_{3}^{*}\right) \tag{4.22}
\end{equation*}
$$

or, from equation (2.18):

$$
\begin{equation*}
\frac{1}{\omega_{1}} \frac{d}{d z} S\left(z, \omega_{1}\right)=\frac{1}{\omega_{2}} \frac{d}{d z} S\left(z, \omega_{2}\right)=-\frac{1}{\omega_{3}} \frac{d}{d z} S\left(z, \omega_{3}\right) \tag{4.23}
\end{equation*}
$$

These are the celebrated Manley-Rowe relations, originally derived \{25-27\} for application to non-linear electrical circuit theory. Their original derivation is summarized and discussed in Appendix III. In the present form (4.23), the relations have been derived from the coupled amplitude equations (4.19) - (4.21) without specification of the particular interaction. They are therefore valid for sum-frequency and difference-frequency generation. Considering first sum-frequency generation, with laser input beams at $\omega_{1}$ and $\omega_{2}$, one sees from equation (4.23) that both lasers will lose power, which is gained by the wave generated at the sum frequency $\omega_{3}=\omega_{1}+\omega_{2}$. For difference-frequency generation $\left(\omega_{3}-\omega_{2}=\omega_{1}\right)$, one sees however that the source at $\omega_{3}$ loses power not only to the beam at the generated frequency $w_{1}$, but also to the source of $\omega_{2}$. Thus both waves at $\omega_{1}$ and $\omega_{2}$ gain power if $\omega_{1}$ is generated from sources of $\omega_{3}$ and $\omega_{2}$.

By division of (4.23) by $\hbar$ (the reduced planck's constant), the above results may be restated in terms of the photon picture. In sumfrequency generation, a photon at $\omega_{1}$ combines with a photon at $\omega_{2}$ to give a photon at $\omega_{3}$; in difference-frequency generation, a photon at $\omega_{3}$ is split into a photon at $\omega_{1}$ and a photon at $\omega_{2}$. It must be emphasized, however, that these relations arise from conservation of energy and the non-linear response of the medium, and do not have special quantum-mechanical significance (see Appendix III).

One example of an application of these relations is the parametric oscillator $\{28\}$, in which a signal at the difference frequency $\omega_{1}$ between a strong source at $\omega_{3}$ (the pump) and a very weak source (e.g. noise in the system) is generated. This case corresponds to the inverting demodulator discussed in Appendix III.

## (c) SECOND HARMONIC GENERATION

In the case where both input frequencies are equal, one has the interaction known as second harmonic generation, $\omega_{2}=2 \omega_{1}$. Equations (4.4) - (4.6) are now replaced by the pair (note carefully (9) the factor of 2 in (4.24)):

$$
\begin{align*}
& P_{1}^{N L}(z, t)=2 d \varepsilon_{1}^{*}(z) \varepsilon_{2}(z) \exp i\left[\left(\beta_{2}-\beta_{1}\right) z-\left(\omega_{2}-\omega_{1}\right) t\right]  \tag{4.24}\\
& P_{2}^{N L}(z, t)=d \varepsilon_{1}^{2}(z) \exp i\left[2 \beta_{1} z-2 \omega_{1} t\right] \tag{4.25}
\end{align*}
$$

whence (4.9) and (4.11) yield (still in the slowly varying amplitude
and phase approximation) :

$$
\begin{align*}
& \frac{d \varepsilon_{1}}{d z}=\frac{4 \pi i \omega_{1}^{2}}{k_{1} c^{2}} d \varepsilon_{1}^{*} \varepsilon_{2} \exp \left[i\left(k_{2}-2 k_{1}\right) z\right]  \tag{4.26}\\
& \frac{d \varepsilon_{2}}{d z}=\frac{8 \pi i \omega_{1}^{2}}{k_{2} c^{2}} d \varepsilon_{1}^{2} \exp \left[i\left(2 k_{1}-k_{2}\right) z\right] \tag{4.27}
\end{align*}
$$

and again one can substitute:

$$
\begin{equation*}
\Delta k=2 k_{1}-k_{2} . \tag{4.28}
\end{equation*}
$$

From equations (2.18), (4.26) and (4.27) one obtains for the Poynting vector corresponding to the second harmonic, for a homogeneous slab of thickness L,

$$
\begin{equation*}
S(2 \omega)=\frac{512 \pi^{5} d^{2} L^{2} S^{2}(\omega)}{\mu(2 \omega) \mu^{2}(\omega) \lambda_{1}^{2} c}\left(\frac{\sin x}{x}\right)^{2} \tag{4.29}
\end{equation*}
$$

where $\lambda_{1}$ is the free-space wavelength corresponding to the fundamental frequency, and $x=\Delta k L / 2$. This solution again applies only in the small-signal approximation.

The coupled equations (4.26) and (4.27) can, however, be solved without recourse to the small-signal approximation $\{9,14\}$. With the simplifying assumptions of phase matching $(\Delta k=0)$, and thus equal phase velocities for the fundamental and second harmonic \{14\}, i.e. $k_{2}=2 k_{1}$, the solution is particularly simple. In that case, one obtains from (4.26) and (4.27) for the real field amplitudes:

$$
\begin{align*}
& \frac{d \varepsilon_{10}}{d z}=-\frac{4 \pi \omega_{1}^{2}}{k_{1} c^{2}} d \varepsilon_{10} \varepsilon_{20} \sin \left(\phi_{2}-2 \phi_{1}\right)  \tag{4.30}\\
& \frac{d \varepsilon_{20}}{d z}=+\frac{4 \pi \omega^{2}}{k_{1} c^{2}} d \varepsilon_{10}^{2} \sin \left(\phi_{2}-2 \phi_{1}\right) \tag{4.31}
\end{align*}
$$

where we have substituted:

$$
\varepsilon_{1}=\varepsilon_{10} \exp i \phi_{1}(z), \varepsilon_{2}=\varepsilon_{20} \exp i \phi_{2}(z)
$$

In addition, the imaginary parts of these equations yield for the spatial variation of the phases:

$$
\begin{equation*}
\frac{d}{d z}\left(\phi_{2}-2 \phi_{1}\right)=4 \prod_{k_{1}} \frac{\omega_{1}^{2} d}{c^{2}}\left[\frac{\varepsilon_{10}^{2}}{\varepsilon_{20}}-2 \varepsilon_{20}\right] \cos \left(\phi_{2}-2 \phi_{1}\right) \tag{4.32}
\end{equation*}
$$

Now making the substitutions:

$$
\left.\begin{array}{rl}
L_{S H} & =\left[-4 \frac{T_{i} \omega_{1}^{2} d}{h_{1} c^{2}} \varepsilon_{10}(0)\right]^{-1}  \tag{4.33}\\
\theta & =\phi_{2} \cdots 2 \phi_{1} \\
u= & \varepsilon_{10}^{(z) / \varepsilon_{10}(0)} \\
v=\varepsilon_{20}^{(z) / \varepsilon_{10}(0)} \\
f= & z / L_{S H}
\end{array}\right\}
$$

one obtains the following:

$$
\begin{align*}
& \frac{d u}{d b}=-\mu v \sin \theta  \tag{4.34}\\
& \frac{d v}{d}=-u^{2} \sin \theta  \tag{4.35}\\
& \frac{d \theta}{d}=\left(\frac{u^{2}}{v}-2 v\right) \cos \theta \tag{4.36}
\end{align*}
$$

Now from (4.34) and (4.35), it follows that:

$$
\begin{equation*}
u^{2}+v^{2}=\text { constant } \tag{4.37}
\end{equation*}
$$

where the constant will be unity if:

$$
u(\zeta=0)=1, v(\xi=0)=0
$$

We shall see below that (4.37) is also an immediate consequence of the Manley-Rowe relation for second harmonic generation. In addition, (4.34) - (4.36) imply (by inspection) that:

$$
\begin{equation*}
u^{2} v \sin \theta \frac{d \theta}{d \xi}=2 u v \cos \theta \frac{d u}{d \xi}+u^{2} \cos \theta \frac{d v}{d \xi} \tag{4.38}
\end{equation*}
$$

whence:

$$
\begin{equation*}
\Gamma \equiv u^{2} v \cos \theta=\text { constant. } \tag{4.39}
\end{equation*}
$$

The initial conditions:

$$
u(\xi=0)=1, v(\xi=0)=0
$$

therefore constrain $\theta$ to the values $\pm \pi / 2$, whence one has from (4.33), (4.34) and (4.35) the solutions:

$$
\begin{align*}
& \varepsilon_{10}(z)=\varepsilon_{10}(0) \operatorname{sech}\left(z / L_{S H}\right)  \tag{4.40}\\
& \varepsilon_{20}(z)=\varepsilon_{10}(0) \tanh \left(z / L_{S H}\right) \tag{4.41}
\end{align*}
$$

which immediately satisfy (4.37) as well. These relations describe the growth of second-harmonic amplitude with perfect phase matching in the crystal.

For completeness, the Manley-Rowe relation is also obtained for second-harmonic generation. With $\Delta k=0$, equations (4.26) and (4.27) yield:

$$
\begin{align*}
& \frac{\mu_{1} c}{\omega_{1}} \varepsilon_{1}^{*} \frac{d \varepsilon_{1}}{d z}=4 \pi i d \varepsilon_{1}^{*} \varepsilon_{1}^{*} \varepsilon_{2}  \tag{4.42}\\
& \frac{\mu_{2} c}{\omega_{2}} \varepsilon_{2}^{*} \frac{d \varepsilon_{2}}{d z}=2 \pi i d \varepsilon_{2}^{*} \varepsilon_{1}^{2} \tag{4.43}
\end{align*}
$$

whence one obtains for the Poynting vectors:

$$
\begin{equation*}
\frac{1}{\omega_{1}} \frac{d}{d z} S\left(z, \omega_{1}\right)=-\frac{2}{\omega_{2}} \frac{d}{d z} S\left(z, \omega_{2}\right) \tag{4.44}
\end{equation*}
$$

which is a special case ( $\omega_{2}=2 \omega_{1}$ ) of the Manley-Rowe relations (4.23). Now with $k_{2}=2 k_{1}$ (or $\mu_{2}=\mu_{1}$ ), one has again $u^{2}+v^{2}=$ constant as in (4.37).

## (d) OUTPUT ANGLE

The question of the angle over which a crystal of a particular size will radiate as a result of the non-linear term in the polarization becomes particularly important in difference-frequency generation, where the output wavelength may be considerably larger than the input wavelengths $\{9,18$ ). Consider the phase-matched interaction between two waves with angular frequencies $\omega_{2}$ and $\omega_{3}>\omega_{2}$, generating a difference frequency $\omega_{1}=\omega_{3}-\omega_{2}$. For simplicity, it will be assumed that the interaction takes place in a cylinder with radius a and axial length $L$, and that in this cylinder the two waves at $\omega_{2}$ and $\omega_{3}$ are plane waves, parallel to each other, with uniform intensities out to the edge. As a result, the polarization wave at $\omega_{1}$ will also be a plane wave with uniform intensity out to the edge of the cylinder.

A cylindrical coordinate system may be defined with the $z$ axis parallel to the direction of propagation of the waves (i.e. along the axis of the cylinder). The field at an arbitrary point in space may now be determined by summation of the contributions to this field from each point within the interaction cylinder, for which the amplitude and phase of each contribution are required \{29\}. In terms of cylindrical coordinates, one can express the distance $r$ between any source point ( $\rho, \theta, z$ ) within the cylinder and any field point ( $\rho_{0}, \theta_{0}, z_{0}$ ) outside. Letting the field point be a distance $r_{0}$ from the origin, we shall consider the simplified situation in which $r_{o / r}$ is sufficiently large for the field point to lie in the radiation zone $\{7,10,11\}$ of the cylinder. In that case, it is sufficiently accurate to approximate $r$ by:

$$
\begin{align*}
\gamma & \simeq r_{0}-s \cos \psi \\
& =r_{0}-\left(z \cos \varphi+\rho \sin \varphi \cos \theta^{\prime}\right) \tag{4.45}
\end{align*}
$$

where $s$ is the distance of the source point from the origin, $\psi$ the angle between the vectors $\vec{s}$ and $\vec{r}_{0}, \theta^{\prime}=\theta_{0}-\theta$ and $\varphi=\arccos \left({ }^{z} / r_{0}\right)$. The radiation pattern in the generated field of frequency $\omega_{1}$ is determined by the integral:

$$
\begin{equation*}
\varepsilon_{1}=\varepsilon_{0} \int \exp \left[-i k_{1}(z+r)\right] d V \tag{4.46}
\end{equation*}
$$

which is performed over the volume:

$$
V=\pi a^{2} L
$$

of the cylinder. On substituting from (4.45), and noting $\{30\}$ that:

$$
\begin{align*}
& \int_{0}^{a} \int_{0}^{2 \pi} \exp \left[i k_{1} \rho \sin \varphi \cos \theta^{\prime}\right] \rho d \theta^{\prime} d \rho^{\prime} \\
= & 2 \pi a \frac{J_{1}\left(k_{1} a \sin \varphi\right)}{k_{1} \sin \varphi} \tag{4.47}
\end{align*}
$$

in terms of the first-order Bessel function $J_{1}$, one obtains the Fraunhofer diffraction pattern $\{9,18\}$ :

$$
\begin{equation*}
\left|\varepsilon_{1}\right|^{2}=\left|\varepsilon_{0}\right|^{2} V^{2}\left[\frac{2 J_{1}\left(k_{1} a \sin \varphi\right)}{k_{1} a \sin \varphi}\right]^{2}\left[\frac{\sin \left\{k_{1} L(1-\cos \varphi) / 2\right\}}{k_{1} L(1-\cos \varphi) / 2}\right]^{2} . \tag{4.48}
\end{equation*}
$$

The first term within parentheses on the right-hand side of (4.48) will be recognized as the term which determines the diffraction pattern of a circular aperture with radius a $\{7\}$. The second term within parentheses is reminiscent of the $(\sin x / x)^{2}$ term in equation (4.18), but with $\Delta k$ replaced by $k_{1}(l-\cos \varphi)$. This result shows therefore that the angular distribution of the output radiation is determined by the Fraunhofer diffraction pattern of an aperture with the same radius as the interaction cylinder, multiplied by a term that depends upon the phase mismatch due to the angular deviation $\varphi$ of the line joining the field point to the origin, from the axis of the cylinder.

We see, therefore, that the output angle in far-infrared differ-ence-frequency generation can be much larger than the input angle. This fact allows the crystal to be placed inside the resonator of the laser which generates the input beams. The output beam can then be brought out of the resonator with only very small losses by a mirror which permits the input beams to pass through a hole in its centre \{18\}.

## (e) PHASE MATCHING

As one sees from equations (4.18) and (4.29), "the term $(\sin x / x)^{2}$ is crucial to the success of any frequency-mixing experiment" \{9\}.
since it effectively prevents the growth of significant amounts of power in the generated electromagnetic wave, unless the phase velocities are matched ( $\Delta \mathrm{k}=0$ ) for the particular frequencies involved. Without phase matching, the generated signal will reach a maximum over a crystal length termed the coherence length, $L_{\text {coh }}\{6\}$. For example, from equation (4.29) one has for second-harmonic generation:

$$
\begin{equation*}
L_{\operatorname{coh}}=\frac{\pi}{|\Delta k|}=\frac{\lambda_{1}}{4\left|\mu_{1}-\mu_{2}\right|} \tag{4.49}
\end{equation*}
$$

where $\lambda_{1}$ is the free-space wavelength at the fundamental frequency. It corresponds to the order of twenty wavelengths for typical crystals investigated with ruby-laser radiation.

This effect, which is due to dispersion within the crystal (whereby a dephasing results between the second-harmonic and input fields), was first verified in an experiment by Maker et al. \{31\}, with crystalline quartz. A parallel ruby-laser beam was projected through a thin ( 0.8 mm ) plate of quartz, and the production of the second harmonic observed as a function of the angle between the plate normal and the laser beam. The rotation axis was normal to the beam, and parallel to the crystal $z$ axis, which was also perpendicular to the direction of polarization of the input laser beam. "This experiment not only demonstrates the effect of dispersion in a dramatic way but also provides the most useful method known today of obtaining quantitative measurements of the tensor elements describing the second-harmonic polarization. This is because the plane wave radiation problem from a flat plate can be accurately evaluated, whereas the situation with other geometries is exceedingly difficult and requires very precise information about the optical properties of the laser beam" \{6\}. In this experiment \{31\}, the distance between the successive maxima in the plot of output signal versus angular rotation corresponded to $14 \mu$, while the value of twice the coherence length calculated from refractive index data was $13.9 \mu$.

There are several different approaches to the problem of phase matching, which we briefly discuss next.

## i) Quasi-phase-matching methods

A change in the phase difference between the generated second harmonic wave and the incoming electromagnetic wave by $\pi / 2$ per coherence length, would produce a quasi-phase-matched condition \{9\}. The term "quasi" is used in the present context because of the factor
$(\sin x / x)^{2}$ in equation (4.29), which ensures a reduction in output signal strength of $4 / \pi 2$ per coherence length; hence the output from this crystal would still be reduced below that from a phase-matched crystal with the same tensor $d$ and length $L$. One suggestion for achieving this is to manufacture thin plates of the particular crystal, each one coherence length in thickness, and to reverse the direction of the crystal axis in alternate platelets so that the polarization wave would undergo a phase change of $\pi$ in going from one plate to the next \{14\}. A major drawback of this method is the thickness of the plates (e.g. $7 \mu$ for quartz) and the requirement that each successive one would have to be in optical contact. A more recent proposal is to grow semiconductor layers epitaxially onto one another \{32\}.

A different method \{14\} that has been employed experimentally \{33, $34\}$ is to utilize the phase change produced by total internal reflection. Both the fundamental and second harmonic are reflected between the top and bottom surfaces of a slab of crystal, with the angle of reflection so chosen that the phase mismatch accumulated in every pass between the two reflecting sides is exactly cancelled by the differential phase change between the fundamental and the second-harmonic reflections \{9\}.

## ii) Angle phase-matching

The solution to this problem for a uniaxial crystal was first given by Giordmaine \{35\}, and independently by Maker et al. \{31\}. Generalized for non-collinear beams, the condition for phase matching in second-harmonic production is:

$$
\begin{equation*}
\Delta \underset{\sim}{k}={\underset{\sim}{k}}_{1}+{\underset{\sim}{1}}_{1}^{\prime}-{\underset{\sim}{k}}_{2}=0 \tag{4.50}
\end{equation*}
$$

where the waves with wave numbers ${\underset{\sim}{k}}_{1}$ and ${\underset{\sim}{k}}_{1}$ both have the same angular frequency ( $\omega_{1}$ ). In the collinear case, this would imply equal phase velocities $v_{1}$ and $v_{2}$ and thus equal refractive indices, since $\omega_{2}=2 \omega_{1}$. In general this would not be possible, owing to the effect of dispersion; in most materials, the dispersion is normal in the optical region and therefore the generated second harmonic radiation, with electric field varying as expi ( $k_{2} z-2 \omega_{1} t$ ) will lag behind the polarization wave which varies as $\exp 2 i\left(k_{1} z-\omega_{1} t\right)$, launched by the input beam.

The phase velocities $\mathrm{v}_{1}$ and $\mathrm{v}_{2}$ may, however, be equal for certain directions in an anisotropic crystal. We shall first consider the case of a negative uniaxial crystal, such as KDP, with ordinary and
extraordinary refractive indices denoted (as in Chapter 2) by
$\mu_{0}=c / v_{0}, \mu_{e}=c / v_{e}$, respectively, where $\mu_{e}<\mu_{0}$. Now, provided that $\mu_{10} \geqslant \mu_{2 e}$, where the subscripts 10 and $2 e$ refer to an ordinary wave of angular frequency $\omega_{1}$, and an extraordinary wave of angular frequency $\omega_{2}=2 \omega_{1}$, respectively, phase matching may be achieved in this particular crystal $\{6,9,31,35\}$. (This process is also termed index matching in the older literature.) When the above condition is fulfilled, one readily shows from equation (2.12) that surfaces mapped out by polar plots of $\mu_{10}$ and $\mu_{2 e}(\theta)$ versus angle $\theta$ between the wave normal and the optic axis, intersect along the rim of a cone of half-angle:

$$
\begin{equation*}
\psi_{0}=\operatorname{arc} \sin \left[\frac{\mu_{20}}{\mu_{10}}\left(\frac{\mu_{20}^{2}-\mu_{10}^{2}}{\mu_{20}^{2}-\mu_{2 e}^{2}}\right)^{\frac{1}{2}}\right] \tag{4.51}
\end{equation*}
$$

centred on the optic axis. From a single plane wave of wave number ${\underset{\sim}{N}}_{1}$ completely in-phase harmonic radiation is produced in a uniaxial crystal only if the vector ${\underset{\sim}{k}}_{1}$ is inclined at an angle $\psi_{\circ}$ to the optic axis. (Note from Chapter 2 that the ordinary fundamental wave may readily be prepared, since it must be polarized perpendicularly to the optic axis.)

Analogously, in the case of a positive uniaxial crystal, such as cinnabar (HgS), phase matching cannot be achieved unless $\mu_{1 e} \geqslant \mu_{20^{\circ}}$ In this case, one finds from equation (2.12) that surfaces mapped out by polar plots of $\mu_{1 e}(\theta)$ and $\mu_{20}$ versus angle $\theta$ between the wave normal and the optic axis, intersect along the rim of a cone of half-angle:

$$
\begin{equation*}
\psi_{0}=\arcsin \left[\frac{\mu_{10}}{\mu_{20}}\left(\frac{\mu_{20}^{2}-\mu_{10}^{2}}{\mu_{1 e}^{2}-\mu_{10}^{2}}\right)^{\frac{1}{2}}\right] \tag{4.52}
\end{equation*}
$$

An example of a positive uniaxial crystal which does not satisfy the above condition for phase matching (i.e. is not sufficiently birefringent) is quartz $\{6\}$.

We now consider the more general situation of second harmonic production in which the two input waves are non-collinear \{35\}. When equation (4.50) is satisfied, the entire irradiated crystal volume can radiate coherently, electromagnetic momentum is conserved and optimum radiation efficiency is achieved. In the particular case in a negative uniaxial crystal of an ordinary wave ( ${\underset{\sim}{1}}_{1}$ ) propagating at an angle $\psi_{1}$ with the optic axis, and mixing with a second ordinary wave ( ${\underset{\sim}{1}}^{\prime}{ }^{\prime}$ ) to form the extraordinary second harmonic wave ( ${\underset{\sim}{c}}_{2}$ ) emitted at an angle $\Theta$
to ${\underset{\sim}{k}}_{1}$, we see that equation $(4.50)$ is satisfied if:

$$
\begin{equation*}
\cos \Theta=\mu_{2 e}(\theta) / \mu_{10} \tag{4.53}
\end{equation*}
$$

where $\theta$ is the angle between $\underset{\sim}{k} \underset{2}{ }$ and the optic axis. Referring to (2.12), we see that (4.53) is a transcendental equation; its solutions are, however, simple provided that:

$$
\psi_{1}-\psi_{0}=\Delta \psi
$$

is a small angle; i.e. provided that $\underset{\sim}{k}{ }_{1}$ lies close to the direction for which $\mu_{2 e}(\theta)=\mu_{10^{\circ}}$. In that case, equation (4.53) can be approximated by:

$$
\Theta^{2}=2\left(1-\frac{\mu_{2 e}}{\mu_{10}}(\theta)\right)
$$

and from (2.12) with the assumption that both $\Theta$ and $\Delta \psi$ are much smaller than $\psi 0$ and $\theta$, one obtains \{35\}:

$$
\begin{equation*}
\Theta^{2}=k(\Delta \psi-\Theta \cos \alpha) \tag{4.54}
\end{equation*}
$$

where the constant:

$$
\begin{equation*}
K=2 \frac{\left(\mu_{10}^{2}-\mu_{2 e}^{2}\right)^{\frac{1}{2}}\left(\mu_{20}^{2}-\mu_{10}^{2}\right)^{\frac{1}{2}}}{\mu_{20} \mu_{2 e}} \tag{4.55}
\end{equation*}
$$

and $\alpha$ is the included angle between vectors parallel to $\underset{\sim}{k_{1}} \times(\underset{\sim}{\underset{\sim}{k}} \underset{\sim}{x} \underset{\sim}{k})$ and $\underset{\sim}{\underset{\sim}{k}} \times\left(\underset{\sim}{\underset{\sim}{\underset{~}{~}}} \times \underset{\sim}{{\underset{\sim}{1}}_{1}}\right)$, originating at the same point on a line through the origin parallel to $\underset{\sim}{k}{ }_{1}$.

The solution to the quadratic equation (4.54) represents a circular cone of wave vectors ${\underset{\sim}{k}}_{2}$ of half-angle $\frac{1}{2} K\left(1+\frac{4 \Delta \psi}{K}\right)^{\frac{1}{2}}$ centred about the direction in the $\underset{\sim}{k}{\underset{\sim}{2}}_{\underset{\sim}{\underset{~}{2}}}$ plane making an angle $\psi_{1}+\frac{1}{2} K$ with the optic axis. One easily shows that no completely in-phase second harmonic generation is possible unless $\psi_{1} \geq \psi_{0}-\frac{1}{4} K$. As $\psi_{1}$ increases from this value, emission can occur on a cone of increasing radius which crosses the direction of the incident wave $\underset{\sim}{k_{1}}$ when $\psi_{1}=\psi_{0}\{35\}$.

For example, for a ruby laser ( $\lambda_{r}=6943 \mathrm{~A}$ ) incident on a KDP crystal, appropriate values for the corresponding refractive indices are: $\mu_{10}=1.506, \mu_{1 e}=1.466, \mu_{20}=1.534$ and $\mu_{2 e}=1.487$. For these, one obtains from equations (4.51) and (4.55):.

$$
\psi_{0}=49.9^{\circ}, \quad k=0.061
$$

Experimental values obtained by Giordmaine \{35\}, for these quantities from the features of the second harmonic emission were in good agreement with the above values; qualitative and quantitative agreement was obtained with the general behaviour of the emission as discussed above.

The type of phase matching discussed up to this point in which both of the fundamental waves have the same polarization, is termed type I phase matching; if the fundamental waves are orthogonally polarized, the phase matching is termed type II \{9\}. The solution to the problem of phase matching in second-harmonic generation for type II processes in uniaxial crystals, is reviewed by Hobden \{36\}, who shows that the phase match angle $\left(\psi_{0}\right)$ is always greater for type II than for type I processes, and therefore that if the type II process is possible in a particular crystal, then so is the corresponding type $I$ process. The more general problem of phase matching in a biaxial crystal is considerably more complicated than for a uniaxial crystal, and simple solutions in closed form are not in general obtained. For further details on this subject, Ref. \{36\} may be consulted.

One of the major problems associated with angle phase matching is the fact that for the extraordinary wave, the ray direction and the wave-normal direction are parallel only when $\theta=0$ or $90^{\circ}$ (see Chapter 2). Thus in a phase-matched interaction at an intermediate angle $\theta$, the extraordinary beam (i.e. direction of energy propagation) cannot overlap an ordinary beam in the entire interaction length \{9\}. Thus the fundamental and second-harmonic beams physically separate from each other, since they are necessarily in orthogonal states of polarization, a phenomenon termed "walk-off" in the technical literature $\{9,36\}$. The angle $(\alpha)$ between the directions of $\underset{\sim}{S}$ and $\underset{\sim}{n}$ in equation (2.18) is referred to as the "walk-off" angle. "For a type I interaction this effect, although present, is not too serious. It only means that the generated beam does not totally overlap the polarization wave, and thus the integration in equation (4.18) becomes more complicated. The exact form of integration has to be worked out for each specific case. In general, we find that the output is proportional not to the square, but rather to a lower power of the length. For a type II interaction the effect is more serious, because here the two fundamental beams do not overlap completely, and thus after a certain crystal length the polarization wave vanishes completely and mixing no longer occurs" \{9\}. An expression for the "walk-off" angle has been derived in Chapter 2 (equation (2.31)).

Another limiting factor in angle phase matching is due to the divergence of a focussed beam \{9\}. For second-harmonic generation in a negative uniaxial crystal and a type $I$ interaction, equation (4.50) yields for collinear beams:

$$
\begin{equation*}
\Delta k=\frac{2 \omega_{1}}{c}\left[\mu_{10}-\mu_{2 e}(\theta)\right] \tag{4.56}
\end{equation*}
$$

where $\theta_{m}=\psi_{0}$ (equation (4.51)) for $\Delta k=0$. For a small deviation $\Delta \theta$ from this angle, equations (2.12) and (4.56) yield \{36\}:

$$
\begin{equation*}
\Delta k=\frac{\omega_{1}}{c} \mu_{10}^{3}\left[\mu_{2 e}^{-2}-\mu_{20}^{-2}\right] \sin 2 \theta_{m} \Delta \theta \tag{4.57}
\end{equation*}
$$

For second-harmonic generation in a positive uniaxial crystal and a type I interaction, equation (4.50) yields for collinear beams:

$$
\begin{equation*}
\Delta k=\frac{2 \omega_{1}}{c}\left[\mu_{1 e}(\theta)-\mu_{20}\right] \tag{4.58}
\end{equation*}
$$

where $\theta_{m}=\psi_{0}$ (equation (4.52)) for $\Delta k=0$. For a small deviation $\Delta \theta$ from this angle, equations (2.12) and (4.56) yield \{36\}:

$$
\begin{equation*}
\Delta k=\frac{\omega}{c} 1 \mu_{20}^{3}\left[\mu_{10}^{-2}-\mu_{1 e}^{-2}\right] \sin 2 \theta_{m} \Delta \theta \tag{4.59}
\end{equation*}
$$

In the case of type II processes, the mismatch $\Delta k$ is reduced by a factor of 2 \{36\}. For crystals with small birefringence and dispersion, equations (4.57) and (4.59) reduce to:

$$
\begin{equation*}
\Delta k \simeq \beta \frac{2 \omega_{1}}{c}\left(\mu_{e}-\mu_{0}\right) \sin 2 \theta_{m} \Delta \theta \tag{4.60}
\end{equation*}
$$

where $\beta$ has the same sign as the crystal birefringence and has modulus 1 for type $I$ and modulus $\frac{1}{2}$ for type II processes, respectively. These relations show that the variation of $\Delta k$ is linear with $\Delta \theta$, a fact which causes practical difficulties for phase matching at intermediate angles $\theta_{m}$. "The output is proportional to the energy density at the fundamental frequency, and so, to achieve the maximum energy density, the beam is focussed on the crystal. However, the linear variation of $\Delta k$ with $\Delta \theta$ means that, for a given convergence of the beam, efficient phase matching will be obtained over a restricted crystal length only" \{9\}.

If it is possible to adjust the refractive indices so that $\theta_{m}=$ $90^{\circ}$, by variation of the temperature \{9\} (temperature-dependent phase matching) or chemical composition of the crystal, then the linear change in $\Delta k$ with $\Delta \theta$ is replaced by a quadratic dependence $\{36\}$, since in equations (4.57), (4.59) and (4.60) now:

$$
\sin 2 \theta_{m} \Delta \theta \simeq 2(\Delta \theta)^{2} .
$$

Thus for $\theta_{\mathrm{m}}=90^{\circ}$, the allowable beam divergence is much larger, and in addition the "walk-off" effect due to double refraction disappears, according to equation (2.31). For these reasons, phase matching at an angle $\theta_{m}=90^{\circ}$ to the optic axis is termed non-critical phase matching (NCPM) \{36\}. By contrast, phase matching at $0<\theta_{\mathrm{m}}<90^{\circ}$ is termed critical phase matching (CPM) \{36\}. As a numerical example of CPM, consider the case of a $K D P$ crystal irradiated with the beam of a ruby laser, as in the experiment of Giordmaine \{35\}. For the given values of the refractive indices in this paper, one obtains a value of $\theta_{\mathfrak{m}}=\psi_{0}=49.9^{\circ}$. For a coherence length of 1 cm , equations (4.49) and (4.57) yield a value for the allowable beam divergence from the phase matched direction of:

$$
\Delta \theta=0.37 \mathrm{mrad}=1.3^{\prime}
$$

On the other hand with NCPM, values of $\Delta \theta$ some 30 times larger could be obtained \{36\}.

The topic of angle phase matching is resumed in the following chapter, with reference to the three-wave interaction.

## iii) Other phase matching methods

A different technique whereby phase matching may be achieved in a non-linear medium, is to employ optical rotatory dispersion, the optical rotation arising either from natural optical activity $\{37,38$ ) or from magneto-optic rotation as in the Faraday effect \{39\}. In addition, optical waveguides have been employed to reduce the degree of mismatch $\{40\}$, and phase matching has been induced acoustically $\{41\}$. For details on these techniques, references $\{37-41\}$ should be consulted.

## CHAPTER 5

## PRACTICAL APPLICATIONS

In this chapter we consider various fields of application of the preceding theory, as well as limitations imposed by practical considerations.

## (a) SECOND HARMONIC GENERATION

This important application is reviewed in detail in Ref. \{9\}, where the reader will also find numerical results for cases of practical interest. An important modification of our earlier equation (4.29) is to allow for the finite cross-section (A) of the incoming laser beam. With $W(2 \omega)$ and $W(\omega)$ denoting the total second-harmonic and input powers respectively, this equation may be re-written as:

$$
\begin{equation*}
W(2 \omega)=\frac{512 \pi^{5} d^{2} L^{2} W^{2}(\omega)}{A \mu(2 \omega) \mu^{2}(\omega) \lambda_{1}^{2} c} \tag{5.1}
\end{equation*}
$$

provided that the condition of phase matching has been satisfied (i.e. $\mu(2 \omega)=\mu(\omega))$. (As before, $\lambda_{1}$ denotes the wavelength in vacuo of the fundamental.) An efficiency $\eta_{S H}$ for the generation of second-harmonic power may now be defined by the ratio of $W(2 \omega)$ to $W(\omega)$ :

$$
\begin{equation*}
\eta_{s H}=\frac{512 \pi^{5} d^{2} L^{2} W(\omega)}{A \mu(2 \omega) \mu^{2}(\omega) \lambda_{1}^{2} c} \tag{5.2}
\end{equation*}
$$

It should be recalled from the previous chapter that this result is strictly applicable only within the small-signal approximation. A more general result \{14\} follows from equations (4.33) and (4.41):

$$
\begin{equation*}
\eta_{S H}=\frac{\mu(2 \omega)}{\mu(\omega)} \tanh ^{2}\left(\frac{L}{L_{S H}}\right) \tag{5.3}
\end{equation*}
$$

where:

$$
\begin{equation*}
L_{s H}=\left[\frac{5 / 2 \Pi^{5} d^{2} S(z=0, \omega)}{\mu^{3}(\omega) \lambda_{1}^{2} c}\right]^{-1 / 2} \tag{5.4}
\end{equation*}
$$

Noting the phase match condition, equations (5.3) and (5.4) immediately reduce to (5.2) in situations where the fractional power lost to the second harmonic by the fundamental is very small.

Now equation (5.2) suggests that the efficiency of the process of second harmonic generation may be improved by:
i) reduction of the beam cross-section (A);
ii) increasing the interaction length (L);
iii) judicious choice of effective susceptibility (d), i.e. crystal type;
iv) increasing the input power in the fundamental (W) $(\omega)$.

Above, A has been assumed constant throughout the interaction region in the crystal. As $A$ is reduced, diffraction effects (equation (4.48)) and hence beam divergence will become more important, with a consequent reduction in efficiency below that predicted by equation (5.2). Moreover, since the second-harmonic and fundamental beams are of opposite polarization, the effect of "walk-off" will tend to limit the effective interaction length (see Chapter 4). However, as long as the effects of beam divergence and "walk-off" do not predominate, improved focussing of the laser beam will necessarily improve the efficiency \{9\}. This suggests a need to investigate the optimum degree of focussing $\{42,43\}$.

In this study $\{42,43\}$, the input laser beam is considered to be Gaussian, while the second harmonic wave is ensured to be Gaussian in character by use of an optical resonator $\{44,45\}$. Gaussian beams are specified by the following parameters: direction of the beam axis, location of the focus, the confocal parameter, the frequency and the power, the first three of these being treated as optimizable parameters. In the confocal resonator $\{44\}$, identical spherical reflectors of radius $b$ are employed, separated by a distance equal to $b$. With crystal length denoted by $L$, a focussing parameter is defined by:

$$
\begin{equation*}
\xi=L / b \tag{5.5}
\end{equation*}
$$

and double refraction enters in the theory through the parameter:

$$
\begin{equation*}
B=\alpha\left(L k_{1}\right)^{1 / 2} \tag{5.6}
\end{equation*}
$$

where $\alpha$ denotes the double refraction ("walk-off") angle, which for an ordinary input beam subject to the phase matching condition, follows from equation (2.31) as:

$$
\begin{equation*}
\tan \alpha=\frac{1}{\mu_{20} \mu_{2 e}}\left[\left(\mu_{20}^{2}-\mu_{10}^{2}\right)\left(\mu_{10}^{2}-\mu_{2 e}^{2}\right)\right]^{\frac{1}{2}} . \tag{5.7}
\end{equation*}
$$

(This expression is in agreement with the formula of Boyd et al. \{46\}, where the symbol $\rho$ is used as in Refs. $\{42,43\}$ to denote the double refraction angle.) For the case $B=0$, Boyd and Kleinman \{43\} show that the optimum focussing parameter:

$$
\xi_{m}=2.84 .
$$

Values for the optimum focussing parameter as a function of $B$ may be obtained from figure 4 of Ref. \{43\}. Another characteristic length of importance in this study, called the aperture length $\mathrm{L}_{\mathrm{a}}\{46\}$, corresponds to the critical distance for which second-harmonic generation no longer increases with the square of the crystal length, owing to the "walk-off" effect. (The name originates from the earlier appellation of "walk-off" as the aperture effect \{47\}). From Ref. \{46\} one has the expression:

$$
\begin{equation*}
L_{a}=\sqrt{\pi} \frac{w_{0}}{\alpha} \tag{5.8}
\end{equation*}
$$

where $w_{0}$ denotes the optimum spot size of a Gaussian beam, the spot size being defined \{42\} as the distance from the beam axis at which the amplitude of the field falls to $1 / e$ of its axial value. It is simply given by \{46\}:

$$
\begin{equation*}
w_{0}=(b / k)^{\frac{1}{2}} . \tag{5.9}
\end{equation*}
$$

For crystals of length $L>L_{a}$, the dependence of second-harmonic generation power on length changes from quadratic to linear \{46\}.

A fourth characteristic length is the effective length of the focus \{42\}:

$$
\begin{equation*}
L_{f}=\pi b / 2 \tag{5.10}
\end{equation*}
$$

In summary, the study of optimization introduces four characteristic lengths ( $L, w_{o}, L_{a}$ and $L_{f}$ ), the last three of which may be expressed in terms of $L, B$ and $\xi$ by $\{43\}:$

$$
\left.\begin{array}{l}
w_{0}=\left(\frac{L}{k_{t}}\right)^{\frac{1}{2}} \xi^{-\frac{1}{2}}  \tag{5.11}\\
L_{a}=\left(\frac{\pi}{4}\right)^{\frac{1}{2}} \frac{L}{B} \xi^{-\frac{1}{2}} \\
L_{f}=\frac{\pi}{2} \frac{L}{\xi}
\end{array}\right\}
$$

On defining the following grouping of factors in equation (5.2) by \{43\}:

$$
\begin{equation*}
K_{0}=\frac{512 \pi^{4} d^{2}}{\mu(2 \omega) \mu^{2}(\omega) \lambda_{1}^{2} c} \tag{5.12}
\end{equation*}
$$

the original expression for the efficiency may now be re-written in the ideal case as:

$$
\begin{equation*}
\eta_{S H}=\frac{K_{0} W(\omega)}{W_{0}^{2}} L^{2} . \tag{5.13}
\end{equation*}
$$

The study of Boyd and Kleinman \{43\} shows that owing to the effects of "walk-off", beam divergence and diffraction, this idealized formula is only valid subject to the conditions:

$$
L_{a}, L_{f} \gg L
$$

Four other asymptotic representations may be obtained:

$$
\begin{equation*}
\eta_{S H}=\frac{k_{0} W(\omega)}{W_{0}^{2}} L L_{a} \quad\left(L_{f} \gg L \gg L_{a}\right) \tag{5.14}
\end{equation*}
$$

$$
\begin{align*}
& \eta_{S H}=\frac{k_{0} W_{w_{0}^{2}}(\omega) L_{f} L_{a}\left(L_{a}>L_{f}>L_{a}\right), ~\left(L_{f}\right)}{}  \tag{5.15}\\
& \left.\eta_{S H}=\frac{4 k_{0} W(\omega) L_{f}^{2}}{W_{0}^{2}} \quad\left(L \geqslant L_{a}\right\rangle L_{f}\right)  \tag{5.16}\\
& \eta_{S H}=\frac{4.75 k_{0} W(\omega) L_{f}^{2}}{w_{0}^{2}} \quad\left(L_{a}>L_{f}>L_{f}\right) \tag{5.17}
\end{align*}
$$

It should be pointed out, however, that all five expressions (5.13) (5.17) for $\eta_{S H}$ assume that the point of focus of the Gaussian beam occurs mid-way between the entrance and exit faces of the crystal, and that the absorption coefficients are zero for both the fundamental and the second harmonic.

With regard to the third and fourth points stated above for improving $\eta^{\prime} \mathrm{SH}^{\prime}$ the list of suitable materials in Ref. \{9\} may be consulted. An upper limit to the input power for a crystal of a particular effective susceptibility is imposed by the onset of radiation damage. As a rough empirical rule, the threshold field-strength at which this occurs is such that the maximum allowed value of the factor $d^{2} W(\omega) / A$ in equation (5.2) is approximately constant from one medium to the next.

## (b) PARAMETRIC UP-CONVERSION

The process of second-harmonic generation is in fact a special case of the situation in which electromagnetic waves at two different frequencies ( $\omega_{1}, \omega_{2}$ ) interact to generate a wave at the sum frequency $\omega_{3}=\omega_{1}+\omega_{2}$. The coupled equations which describe this process have already been derived ( $(4.12)-(4.14))$. In the present case, it is assumed that the input power at the frequency $\omega_{2}$ is much larger than the power at $\omega_{1}$, and that the electromagnetic field at $\omega_{3}$ is absent in the absence of the driving fields at $\omega_{1}$ and $\omega_{2}\{9\}$. With the subsidiary condition:

$$
\begin{equation*}
\frac{d \varepsilon_{2}}{d z}=0 \tag{5.18}
\end{equation*}
$$

in the coupled equations (4.12)-(4.14), together with the phase matching condition:

$$
\begin{equation*}
\Delta k=\beta_{1}+\beta_{2}-k_{3}=0 \tag{5.19}
\end{equation*}
$$

one has for the real field amplitudes:

$$
\begin{align*}
& \frac{d \varepsilon_{10}}{d z}=\frac{4 \pi \omega_{1}^{2} d}{k_{1} c^{2}} \varepsilon_{20} \varepsilon_{30} \sin \left(\phi_{1}-\phi_{3}\right)  \tag{5.20}\\
& \frac{d \varepsilon_{30}}{d z}=-\frac{4 \pi \omega_{3}^{2} d}{k_{3} c^{2}} \varepsilon_{10} \varepsilon_{20} \sin \left(\phi_{1}-\phi_{3}\right) \tag{5.21}
\end{align*}
$$

where we have substituted:

$$
\varepsilon_{1}=\varepsilon_{10}(z) \exp i \phi_{1}(z), \varepsilon_{3}=\varepsilon_{30}(z) \exp i \phi_{3}(z)
$$

In addition, the imaginary parts of these equations yield for the spatia variation of the phases:

$$
\begin{equation*}
\frac{d}{d z}\left(\phi_{1}-\phi_{3}\right)=\frac{4 \pi d}{c^{2}}\left[\frac{\omega_{1}^{2}}{k_{1}} \frac{\varepsilon_{20} \varepsilon_{30}}{\varepsilon_{10}}-\frac{\omega_{3}^{2}}{k_{3}} \frac{\varepsilon_{10} \varepsilon_{20}}{\varepsilon_{30}}\right] \cos \left(\phi_{1}-\phi_{3}\right) \tag{5.22}
\end{equation*}
$$

Now making the substitutions:

$$
\left.\begin{array}{l}
L_{v c}=\left[\frac{4 \pi d}{c^{2}}\left(\frac{\omega_{1}^{2} \omega_{3}^{2}}{k_{1} k_{3}}\right)^{1 / 2} \varepsilon_{20}\right]^{-1}  \tag{5.23}\\
\theta=\phi_{1}-\phi_{3} \\
u=\varepsilon_{10}(z) / \varepsilon_{10}(0) \\
v=\varepsilon_{30}(z) / \varepsilon_{10}(0) \\
\alpha=\left[\frac{\omega_{1}^{2} k_{3}}{\omega_{3}^{2} k_{1}}\right]^{1 / 2} \\
b=z / L_{v c}
\end{array}\right\}
$$

one obtains the following:

$$
\begin{align*}
& \frac{d u}{d b}=\alpha v \sin \theta  \tag{5.24}\\
& \frac{d v}{d b}=-\frac{1}{\alpha} \mu \sin \theta  \tag{5.25}\\
& \frac{d \theta}{d \zeta}=\left(\alpha \frac{v}{\mu}-\frac{\mu}{\alpha v}\right) \cos \theta \tag{5.26}
\end{align*}
$$

Thus from (5.24) and (5.25), it follows that:

$$
\begin{equation*}
u^{2}+\alpha^{2} v^{2}=\text { constant } \tag{5.27}
\end{equation*}
$$

where the constant will be unity subject to the initial conditions:

$$
\begin{equation*}
u(\zeta=0)=1, v(b=0)=0 \tag{5.28}
\end{equation*}
$$

In addition, (5.24)-(5.26) imply (by inspection) that:

$$
\begin{equation*}
\mu v \sin \theta \frac{d \theta}{d b}=v \cos \theta \frac{d u}{d b}+u \cos \theta \frac{d v}{d b} \tag{5.29}
\end{equation*}
$$

whence:

$$
\begin{equation*}
\Gamma \equiv u v \cos \theta=\text { constan } t \tag{5.30}
\end{equation*}
$$

The initial conditions (5.28) therefore constrain $\theta$ to the values $\pm \frac{\pi}{2}$, whence one has from equations (5.24), (5.25) and (5.27) the result $\{9\}$ :

$$
\begin{align*}
& \varepsilon_{10}(z)=\varepsilon_{10}(0) \cos \left(z / L_{v c}\right)  \tag{5.31}\\
& \varepsilon_{30}(z)=\left(\frac{\omega_{3}^{2} \beta_{1}}{\omega_{1}^{2} k_{3}}\right)^{1 / 2} \varepsilon_{10}(0) \sin \left(z / L_{v c}\right) \tag{5.32}
\end{align*}
$$

Thus we see that the flux at the frequency $\omega_{1}$ is totally transferred to the sum-frequency beam after a characteristic length $\pi L_{u c} / 2$, where $L_{u c}$ may be re-written from (5.23) as:

$$
\begin{equation*}
L_{v c}=\left[\frac{512 \pi^{5} d^{2} S_{2}(z=0)}{\mu\left(\omega_{1}\right) \mu\left(\omega_{2}\right) \mu\left(\omega_{3}\right) \lambda_{1} \lambda_{3} c}\right]^{-1 / 2} \tag{5.33}
\end{equation*}
$$

It is interesting to compare this expression with that for $L_{S H}$ (equation (5.4)); in spite of apparent similarities, the interpretation of the two lengths is completely different, in view of the dissimilar nature of the pairs of relations (4.40), (4.41) and (5.31), (5.32).

By a suitable choice of crystal length, one therefore has the means of achieving an efficient conversion of low-frequency (e.g. infrared) into higher frequency (visible) radiation. Such conversion has two major advantages: firstly, low-noise detectors of visible radiation are far more efficient than those operating in the infrared; secondly, the detection process can be carried out at room temperature after up-conversion, whereas direct measurement in the infrared would require detector cooling to between 4 and $77^{\circ} \mathrm{K}$ \{9\}.

From (5.31) and (5.32) one has for the poynting vectors:

$$
\begin{equation*}
S_{3}(L)=\frac{\lambda_{1}}{\lambda_{3}} S_{1}(z=0) \sin ^{2}\left(L / L_{u c}\right) \tag{5.34}
\end{equation*}
$$

which becomes, in the limit $\mathrm{L} \ll \mathrm{L}_{\mathrm{uc}}$ :

$$
\begin{equation*}
S_{3}(L)=\frac{512 \Pi^{5} d^{2} L^{2} S_{1}(z=0) S_{2}(z=0)}{\mu\left(\omega_{1}\right) \mu\left(\omega_{2}\right) \mu\left(\omega_{3}\right) \lambda_{3}^{2} c} \tag{5.35}
\end{equation*}
$$

in agreement with the small-signal result (4.18), subject to the phase match condition being met.

With reference to practical applications, one may introduce the subscripts s ("sum"), p ("pump") and ir ("infrared") in place of 3, 2 and 1 , respectively $\{9\}$. For a beam cross-section $A$, the conversion efficiency $\eta_{u c}$ may now be defined by the ratio of the photon fluxes corresponding to $S_{S}(L)$ and $S_{i r}(0)$, which follows from (5.35):

$$
\begin{equation*}
\eta_{u c}=\frac{512 \Pi^{5} d^{2} L^{2} W_{p}(z=0)}{\mu_{i r} \mu_{p} \mu_{s} \lambda_{i r} \lambda_{s} c} \tag{5.36}
\end{equation*}
$$

A further application of up-conversion is parametric image conver-
sion \{9\}, in which image information is transferred from the infrared input to the sum frequency output.

## (c) PARAMETRIC DOWN-CONVERSION

This process, which is not of the same technological importance as parametric up-conversion, is a particular case of the inverse of sumfrequency generation ( $\omega_{3}=\omega_{1}+\omega_{2}$ ), in which a signal ( $\omega_{1}$ ) is generated by interaction of a wave of higher frequency ( $\omega_{3}$ ) with a laser beam of frequency $\omega_{z}$. It is assumed in this case that the input power at the frequency $\omega_{2}$ is much larger than the power at $\omega_{3}$. We have already seen from the previous chapter that the Manley-Rowe relations for this case imply that the wave of frequency $\omega_{3}$ loses power not only to the beam at the generated frequency $\omega_{1}$, but also to the source of $\omega_{2}$ (the laser beam).

It is interesting to note from the nature of the solutions (5.31) and (5.32) to the problem of parametric up-conversion, that down-conversion will be a necessary by-product of the latter process after depletion of the available field energy at $\omega_{1}$ has occurred.

For further details on this process the reader is referred to the book by Bloembergen \{24\}.

## (d) OPTICAL PARAMETRIC AMPLIFICATION

This is a particular case of difference-frequency generation $\left(\omega_{3}-\omega_{2}=\omega_{1}\right)$, in which a weak signal $\left(\omega_{2}\right)$ is made to interact with a strong, higher-frequency pump ( $\omega_{3}$ ), and both the generated difference frequency $\left(\omega_{1}\right)$ and the original signal are amplified. The signal at the generated frequency difference is known as the idler, and this process corresponds to the inverting modulator discussed in Appendix III.

With the subsidiary condition:

$$
\begin{equation*}
\frac{d \varepsilon_{3}}{d z}=0 \tag{5.37}
\end{equation*}
$$

in the coupled equations (4.12)-(4.14), together with the phase matching condition (5.19), one obtains for the real field amplitudes:

$$
\begin{equation*}
\frac{d \varepsilon_{10}}{d z}=\frac{4 \pi \omega_{1}^{2} d}{-k_{1} c^{2}} \varepsilon_{20} \varepsilon_{30} \sin \left(\phi_{1}+\phi_{2}\right) \tag{5.38}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d \varepsilon_{20}}{d z}=\frac{4 \pi \omega_{2}^{2} \alpha}{k_{2} c^{2}} \varepsilon_{10} \varepsilon_{30} \sin \left(\phi_{1}+\phi_{2}\right) \tag{5.39}
\end{equation*}
$$

where we have substituted:

$$
\varepsilon_{1}=\varepsilon_{10}(z) \exp i \phi_{1}(z), \quad \varepsilon_{2}=\varepsilon_{20}(z) \exp i \phi_{2}(z)
$$

In addition, the imaginary parts of these equations yield for the spatial variation of the phases:

$$
\begin{equation*}
\frac{d}{d z}\left(\phi_{1}+\phi_{2}\right)=\frac{4 \pi d}{c^{2}}\left[\frac{\omega_{1}^{2}}{k_{1}} \frac{\varepsilon_{20} \varepsilon_{30}}{\varepsilon_{10}}+\frac{\omega_{2}^{2}}{k_{2}} \frac{\varepsilon_{10} \varepsilon_{30}}{\varepsilon_{20}}\right] \cos \left(\phi_{1}+\phi_{2}\right) \tag{5.40}
\end{equation*}
$$

On substituting as follows:

$$
\left.\begin{array}{l}
L_{p a}=\left[\frac{4 \pi d}{c^{2}}\left(\frac{\omega_{1}^{2} \omega_{2}^{2}}{k_{1} k_{2}}\right)^{\frac{1}{2}} \varepsilon_{30}\right]^{-1}  \tag{5.41}\\
u=\varepsilon_{10}(z) / \varepsilon_{20}(0) \\
v=\varepsilon_{20}(z) / \varepsilon_{20}(0) \\
\alpha=\left[\frac{\omega^{2} k_{2}}{\omega_{2}^{2} k_{1}}\right]^{1 / 2} \\
b=z / L_{p a}
\end{array}\right\}
$$

one obtains the relations:

$$
\begin{align*}
& \frac{d u}{d b}=\alpha v \sin \theta  \tag{5,42}\\
& \frac{d v}{d b}=\frac{1}{\alpha} u \sin \theta  \tag{5.43}\\
& \frac{d \theta}{d b}=\left(\alpha \frac{v}{\mu}+\frac{1}{\alpha} \frac{u}{v}\right) \cos \theta \tag{5.44}
\end{align*}
$$

From (5.42) and (5.43) it immediately follows that:

$$
\begin{equation*}
u^{2}-\alpha^{2} v^{2}=\text { constant } \tag{5.45}
\end{equation*}
$$

where the constant will be equal to:

$$
-\alpha^{2} v^{2}(b=0)
$$

subject to the initial condition:

$$
\begin{equation*}
\mu(b=0)=0 \tag{5.46}
\end{equation*}
$$

In addition, (5.42)-(5.44) imply (by inspection) that:

$$
\begin{equation*}
u v \sin \theta \frac{d \theta}{d b}=v \cos \theta \frac{d u}{d \zeta}+u \cos \theta \frac{d v}{d b} \tag{5.47}
\end{equation*}
$$

whence:

$$
\begin{equation*}
\Gamma \equiv \mu v \cos \theta=\text { constant } \tag{5.48}
\end{equation*}
$$

The initial condition (5.46) therefore constrains $\theta$ to the value $\pm \frac{\pi}{2}$, whence one has from equations (5.42), (5.43) and (5.45) the results \{9, 48) :

$$
\begin{align*}
& \varepsilon_{20}(L)=\varepsilon_{20}(0) \cosh \left(L / L_{p a}\right)  \tag{5.49}\\
& \varepsilon_{10}(L)=\left(\frac{\omega_{1}^{2} k_{2}}{\omega_{2}^{2} k_{1}}\right)^{1 / 2} \varepsilon_{20}(0) \sinh \left(L / L_{p a}\right) . \tag{5.50}
\end{align*}
$$

For the usual situation $L / L_{p a} \ll 1$, the amplification of the signal ( $E_{2}$ ) therefore depends upon L as:

$$
1+\frac{1}{2}\left(\frac{L}{L_{p a}}\right)^{2}
$$

The disadvantage of the parametric amplifier in comparison with the parametric oscillator discussed below is this rather low gain \{9\}.

An important application of this principle is in the field of real-time holography \{49\}.

## (e) OPTICAL PARAMETRIC OSCILLATION

With the addition of feedback (by means of a resonator), the weak signal at $\omega_{2}$ may be built up by repeated passage through the non-linear crystal. As a result of this process, the weak signal at $\omega_{1}$ can also
be built up if the resonator is effective at this frequency as well. In that case, the terms "signal" and "idler" could apply to either of the two lower frequencies \{9\}. The pump may be assumed to make a single pass, without depletion \{48\}.

The solutions derived in the previous section are now inapplicable, because of the different boundary conditions, and instead assume the form $\{9,48\}$ :

$$
\begin{align*}
& \varepsilon_{20}(L)=\varepsilon_{20}(0) \exp \left(L / L_{p a}\right)  \tag{5.51}\\
& \varepsilon_{10}(L)=\varepsilon_{20}(0)\left(\frac{\omega_{1}^{2} k_{2}}{\omega_{2}^{2} k_{1}}\right)^{1 / 2} \exp \left(L / L_{p a}\right) \tag{5.52}
\end{align*}
$$

The condition for oscillation is that the gain per pass should exceed the losses. With a high $Q$ resonator used to provide the proper feedback by means of mirrors, the reflectivity of these mirrors becomes an important consideration, in addition to diffraction effects and bulk crystal losses, in determining the performance of the oscillator \{48\}.

The first successful demonstration of this effect was by Giordmaine and Miller \{28\}, who employed a Q-switched CaWO ${ }_{4}$ : $\mathrm{Nd}^{3+}$ giant pulse laser producing 10580 \& radiation. By means of a lithium niobate crystal, the pump frequency was doubled ( $\omega_{p}=2 \omega_{0}$ ) and then passed through an infrared absorbing filter into a second lithium niobate crystal, this one coated with dielectric films on the entrance and exit surfaces, designed for peak reflectivity at the original wavelength ( 10580 A ). The pump wave was removed after emerging from the second crystal by passage through a silicon filter, leaving only the signal and the idler (where $\lambda_{s} \approx \lambda_{i} \approx 10^{4} \AA$, from the phase match condition).

Whereas in this experiment the threshold power for oscillation was so high that only a pulsed pump source could be used to produce parametric oscillation, it has subsequently been demonstrated \{50\} that continuous parametric oscillation is feasible by suitable choice of non-linear material, such as barium sodium niobate ( $\mathrm{Ba}_{2} \mathrm{NaNb}_{5} \mathrm{O}_{15}$ ). This crystal, which has interesting optical and ferroelectric properties, has a filled tungsten bronze (orthorhombic) structure, and belongs to the $\mathrm{C}_{2 \mathrm{~V}}$ class; its non-linear coefficients are three times those of $\mathrm{Li} \mathrm{NbO}_{3}$ and $\mathrm{LiIO}_{3}\{51\}$. Good crystals are, however, difficult to grow.

The major problem associated with the optical parametric oscillator is the requirement of double resonance for both signal and idler frequencies, together with the constraints of phase matching and a prescribed sum frequency $\omega_{p}=\omega_{s}+\omega_{i}$. In general, the cavity will be
resonant at frequencies $\omega_{\text {so }}$ and $\omega_{i_{0}}$ such that $\omega_{p}=\omega_{\text {so }}+\omega_{i_{0}}+\Delta \omega$, while for the actual signal and idler frequencies, the Q-factor will be lower (i.e. higher losses and thus higher oscillation threshold). Since the decrease in $Q$ owing to a phase mismatch at $\Delta \omega=0$ is much less than the decrease owing to a finite $\Delta \omega$ under phase matched conditions, the actual operating point of the oscillator may be quite far removed from the operating point determined with the assumption of phase matching \{9\}. Slight variations in operating conditions then lead to sudden shifts in output, a phenomenon known as mode hopping or the cluster effect $\{9\}$.

## (f) PHASE MATCHING IN THE THREE-WAVE INTERACTION

Whereas phase matching is discussed in Chapter 4 with specific reference to second harmonic generation, we conclude this chapter by pointing out the required generalization to the three-wave interaction. Subject to the conditions:

$$
\begin{align*}
& \omega_{3}=\omega_{1}+\omega_{2}  \tag{5.53}\\
& k_{3}=k_{1}+k_{2} \tag{5.54}
\end{align*}
$$

applicable to collinear beams, the following alternatives arise in uniaxial crystals \{9,52\}:

$$
\begin{array}{ll}
\mu_{3 e}^{(\theta)} \omega_{3}=\mu_{10} \omega_{1}+\mu_{20} \omega_{2} & \text { (type Ia) (5.55) } \\
\mu_{30} \omega_{3}=\mu_{1 e}^{(\theta) \omega_{1}}+\mu_{2 e}^{(\theta) \omega_{2}} & \text { (type Ib) (5.56) } \\
\mu_{3 e}^{(\theta) \omega_{3}}=\mu_{10} \omega_{1}+\mu_{2 e}^{(\theta) \omega_{2}} & \text { (type IIa) (5.57) } \\
\mu_{30} \omega_{3}=\mu_{10} \omega_{1}+\mu_{2 e}^{(\theta) \omega_{2}} & \text { (type IIb) (5.58) }
\end{array}
$$

It has already been shown that for second-harmonic generation, type Ia is appropriate to negative uniaxial crystals, whereas type Ib is appropriate to positive uniaxial crystals (noting again that owing to insufficient birefringence \{6\} or the particular symmetry of the crystal \{9\}, phase matching may not be possible in particular cases).

Now for the present equations ((5.55)-(5.58)), curves may be drawn of $\omega_{3}$ versus the pair of variables $\omega_{1}$, $\omega_{2}$ for various phase matching angles $\theta_{\mathrm{m}}$ to the optic axis. Some examples are shown in Ref. \{52\}.

In the case of $\mathrm{AgGaS}_{2}$, which is a crystal of chalcopyrite (tetragonal) structure (class $D_{2 d}$ ), solutions are found to the phase matching problem for both type I and type II processes investigated. In the case of type Ia phase matching, the plot is found to have two branches, for $\theta_{\mathrm{m}}=90^{\circ}$, one in the high-frequency (band-gap) dispersive region, and one in the low-frequency (reststrahlen (9\}) dispersive region. For the hi.gh-frequency branch, second-harmonic generation occurs at $\lambda_{3} \simeq 8930 \AA$, while for the low-frequency branch, it occurs at $\lambda_{3} \simeq 56000 \AA$. Between these two wavelength values, the birefringence is too large to allow phase-matched second-harmonic generation for $\theta_{\mathrm{m}}=90^{\circ}$. However, as $\theta_{\mathrm{m}}$ is decreased, the birefringence is reduced and the extrema of the two branches (corresponding to $\omega_{1}=\omega_{2}$ ) move closer together on the $\omega_{3}$ axis, the two type Ia solutions coalescing to a single closed curve which shrinks to a single point as $\theta_{m}$ approaches $30^{\circ}$. For $\theta_{m}<30^{\circ}$, no type $I$ solution of any kind is possible for this crystal.

In the case of type IIa phase matching in $\mathrm{AgGaS}_{2}$, two branches are again obtained and second-harmonic generation corresponds to the intersection of the two curves, no solution being possible for $\theta_{m}<45^{\circ}$.

For two other semiconductor crystals ( $\mathrm{CuGaS}_{2}$ and $\mathrm{CuInS}_{2}$ ) investigated by these authors \{52\}, no phase matched solutions are obtained.

While the above comments apply to collinear phase matching, it is clear that for wavelengths such that:

$$
k_{1}+k_{2}>k_{3}
$$

phase matching can only be achieved by employing non-collinear beams. An example of this situation, which arises in parametric amplification in KDP, is described in Ref. \{53\}.

For further details on the subject of collinear phase matching in the three-wave interaction, the reader is referred to Appendix IV.

## CHAPTER 6

## ADDITIONAL NON-LINEAR OPTICAL EFFECTS

## (a) RESONANCE EFFECTS

A basic requirement of the power-series expansion approach (equation (1.13)) from which the above description of non-linear optics has been developed, namely convergence \{54\}, may be expressed in the following way, in the notation of equation (3.14):

$$
\begin{equation*}
\hbar^{-1}\left|x_{j} e \underset{\sim}{E}\right| \leq\left|\omega-\omega_{o_{j}}+i \frac{\Gamma_{j}}{M}\right| \tag{6.1}
\end{equation*}
$$

This expression for semi-classical mode $j$ may be re-expressed quantummechanically $\{6,24,54\}$ in terms of the electric dipole moment $\mu_{n g}$ connecting the states $\mid n>$ and $\mid g>$, separated in energy by $\hbar \omega_{n g}$. The factor $\Gamma_{j} / M_{j}$ is now interpreted $\{24\}$ as the damping constant of the offdiagonal element of the density matrix $\rho_{n g}$ corresponding to the homogeneous width of this one-photon transition. The interpretation \{54\} is then that the Rabi frequency, given by the left-hand side of inequality (6.1), should be small compared with the de-tuning, i.e. for nonresonant parametric processes. The perturbation approach will remain valid even on resonance provided that the Rabi frequency is small compared with the homogeneous line-width.

This inequality is violated in the coherent interaction between radiation and atomic systems known as self-induced transparency $\{55-$ 58\}. In this non-linear process, a short pulse of coherent light with energy above a certain critical value for the particular pulse width \{57\} passes through an optically resonant medium as though it were transparent, whereas pulses of energy below the critical threshold are absorbed. Although the width, energy and shape of the transmitted pulses are preserved (after some initial re-shaping), their speed is far below the ordinary phase velocity of light in the medium. A complete discussion of this process and related phenomena will be found in Refs. $\{55-58\}$ and further references cited by Shen \{55\}.

## (b) CALCULATION OF NON-LINEAR SUSCEPTIBILITIES

The non-linearities of interest may be divided into two categories, viz. fast and slow, according to the relevant time-scales involved. In the former case, the non-linearities are associated with electronic motion, and the relevant frequency responses greatly exceed optical frequencies; in the latter case, motions of the nuclei need to be considered, relaxation times are finite and absorption of electromagnetic wave energy by the medium takes place to some extent. Slow non-linearities are usually associated with infrared frequencies.

Models for the calculation of $\tilde{\chi}^{(n)}$ are discussed by Shen $\{55\}$. Of particular interest is the bond model for molecular polarizabilities $\alpha_{/ /}$and $\alpha_{\perp}$ (components of $\alpha$ parallel and perpendicular to a cylindrically symmetrical bond). According to the bond additivity rule for crystals the induced polarization in a molecule (or crystal) is the vector sum of the induced polarizations of all bonds between the atoms. Extending this rule to the non-linear polarizabilities, we may write:

$$
\begin{equation*}
\tilde{X}^{(n)}=\sum_{i} \tilde{\beta}_{i}^{(n)} \tag{6.2}
\end{equation*}
$$

where $\tilde{\beta}_{i}(n)$ is the $n$ th-order polarizability tensor of the ith bond, and the summation is over all bonds in a unit volume. The $\tilde{\beta}(n)$ are in turn related to the polarizability $\alpha$ and electric field $\underset{\sim}{\underset{\sim}{f}}$ by the derivative:

$$
\begin{equation*}
\widetilde{\beta}^{(n)}=\frac{\partial^{(n-1)}}{\partial \widetilde{E}_{\tilde{E}}^{(n-1)}} \approx \tag{6.3}
\end{equation*}
$$

In component form, for example:

$$
\begin{equation*}
\widetilde{\beta}_{i j k}^{(2)}={\frac{\partial}{\partial \widetilde{E}_{i}} \alpha_{j k} . . . . . . .} \tag{6.4}
\end{equation*}
$$

Further details are developed in Chapter 7, section (f).

## (c) LIQUID CRYSTALS

Of recent interest as well is the subject of non-linearities in liquid crystalline materials $\{55,59\}$. These materials are composed of long molecules with strong anisotropy, whose shapes and intermolecular forces tend to produce parallel alignment against thermal agitation. This results in the appearance of mesomorphic phases $\{60,61\}$, between the phases of liquid and solid. In these new phases, the molecules are approximately aligned with possible long-range structural order, but may still retain certain degrees of translational and rotational
freedom. Of the mesomorphic phases, the nematic phase $\{60,61\}$ has the least molecular ordering, as the molecules are aligned in one direction but are free to translate and rotate about their long axes. In both the liquid and nematic phases the material has inversion symmetry and in consequence a vanishing second-order susceptibility.

On the other hand, the third-order susceptibility in the nematic phase is quite large. Because of the strong molecular anisotropy, even an optical field can induce appreciable molecular alignment, the induced alignment (and hence induced birefringence) being proportional to the square of the impressed optical electric field \{55\}. In the liquid phase, this effect is known as the optical (quadratic) Kerr effect $\{4\}$, and is a special case of the processes listed in section (c) of Chapter 3. By analogy with paramagnetic-ferromagnetic phase transitions (the light intensity playing the role of the magnetic field, and the induced birefringence taking the place of the induced magnetization), a Curie Law may be formulated for the liquid-nematic phase transition \{62\}:

$$
\begin{equation*}
\Delta \mu=\frac{C|E|^{2}}{T-T^{*}} . \tag{6.5}
\end{equation*}
$$

(C is a constant). This expression for the induced birefringence ( $\Delta \mu$ ) at temperatures $T>T^{*}$ (the second-order transition temperature) applies well except in the vicinity of the critical divergence, which is better described by first-order theory \{55\}.

The induced alignment also exhibits a critical slowing-down behaviour $\{55\}$, i.e. the relaxation (response) time $\tau$ of $\Delta \mu$ also diverges as $T$ approaches $T *$, this behaviour being analogous to the critical slowing-down of spin alignment in a paramagnetic system. The relaxation time $\tau$ may in turn be described by $\{55,62\}$ :

$$
\begin{equation*}
\tau=\frac{C^{\prime} \nu}{T-T^{*}} \tag{6.6}
\end{equation*}
$$

where $C^{\prime}$ is a constant, and $\nu$ a viscosity coefficient. In the vicinity of $T *, \tau$ for liquid crystalline materials is typically several hundred nanoseconds, considerably longer than for ordinary liquids. In the case of $\mathrm{CS}_{2}$, for example, $\tau$ is only 2 picoseconds. The large values of $\Delta \mu$ and $\tau$ make liquid crystals suitable materials for the study of self-focussing, stimulated Raman and Brillouin scattering (see below).

Third-harmonic generation in cholesteric liquid crystals $\{60,61\}$ has also been a subject of recent study $\{55,59,63\}$. "A cholesteric liquid crystal can be considered as a nematic liquid crystal twisted
around an axis perpendicular to the direction of molecular alignment. The molecules form layers; in each layer the molecules are aligned parallel to the layer, but as the layer advances, the direction of alignment gradually rotates. As a result, the material has an overall helical structure, and hence a one-dimensional periodic structure with the period equal to one-half of the helical pitch $p$. The pitch of a cholesteric liquid crystal can easily be varied from about $0.2 \mu$ to several hundred microns by almost any external perturbation, such as temperature" \{55\}.

As a result of this one-dimensional periodic structure, optical Bragg reflection can take place in such a medium. Furthermore, in order to achieve phase matching in wave mixing processes, momentum need only be conserved modulo $\frac{4 \pi}{p} \hbar$ in the case of propagation along the helical axis $\{54,55,63\}$. In the case of third-harmonic generation, we require for maximum efficiency \{63\}:

$$
\begin{equation*}
\pm k(\omega) \pm k(\omega) \pm k(\omega)= \pm k(3 \omega) \pm \frac{4 \prod m}{P} \tag{6.7}
\end{equation*}
$$

where the + and - signs indicate forward and backward propagation, respectively, and $m$ is an integer. While phase-matching is achieved, the balance of momentum ( $4 \pi \mathrm{~m} \hbar / \mathrm{p}$ ) is transferred to the periodic structure \{32\}. From the dispersion of the refractive index of the medium, the helical pitch required for phase matching can be calculated from equation (6.7), and hence the appropriate sample temperature chosen (63, 64\}. Various phase-matching cases with fundamental beams propagating in the same or opposite directions, or with fundamental and third-harmonic beams in opposite directions, have been studied experimentally by Shelton and Shen \{63-65\}. By analogy with "Umklapp" processes of electrons and phonons in crystals, the term "coherent optical umklapp processes" has been introduced by these authors.

## (d) OPTICAL PHASE CONJUGATION

The related processes of optical phase conjugation, phase-conjugate reflection, degenerate four-wave mixing and real-time holography may be studied in terms of the principle that for any electromagnetic wave that propagates through an inhomogeneous, non-absorbing medium, a time-reversed replica of this wave may be generated by non-linear effects which can be used to correct the distortion of the initial wave fronts by the inhomogeneous medium $\{54,66,67\}$. Consider an experimental arrangement in which a strong pump beam:

$$
{\underset{\sim}{1}}^{\varepsilon} \exp \left[i\left(\underset{\sim}{R_{1}} \cdot \underset{\sim}{ }-\omega t+\phi_{1}\right)\right]
$$

is reflected by a mirror in such a way as to set up a strong standingwave pattern in a non-linear medium, by interference of beam $\underset{\sim}{k}{ }_{1}$ with the reflected beam $\left({\underset{\sim}{c}}_{3}=-{\underset{\sim}{c}}_{1}\right)$ :

$$
{\underset{\sim}{\varepsilon}}_{3} \exp \left[i\left(R_{2} \cdot \sim-\omega t+\phi_{3}\right)\right] .
$$

A weak signal beam:

$$
{\underset{\sim}{2}}_{2} \exp \left[i\left({\underset{\sim}{R}}_{2} \cdot \underset{\sim}{\sim}-\omega t+\phi_{2}\right)\right]
$$

where ${\underset{\sim}{2}}_{2}$ is in some arbitrary direction relative to ${\underset{\sim}{c}}_{1}$ is also incident, giving rise parametrically to a reflected wave with wave vector $\underset{\sim}{k}=-\underset{\sim}{k}{ }_{2}$, as a result of non-linear polarization terms of the type \{68\}:

$$
\begin{aligned}
X_{i j k e}^{(3)}(\omega ; \omega,-\omega, \omega) \varepsilon_{i j} \varepsilon_{2 k}^{*} \varepsilon_{3 e} \exp i\left[\left({\underset{\sim}{k}}_{1}\right.\right. & \left.-{\underset{\sim}{2}}_{2}+\underset{\sim}{k_{3}}\right) \cdot \underset{\sim}{r} \\
& \left.+\phi_{1}-\phi_{2}+\phi_{3}-\omega t\right] .
\end{aligned}
$$

The phase of this reflected wave $\underset{\sim}{k}$ is therefore given by:

$$
\begin{align*}
&{\underset{\sim}{\sim}}_{4} \underset{\sim}{\sim}+\phi_{4}-\omega t=\left({\underset{\sim}{k}}_{1}-{\underset{\sim}{\sim}}_{2}+{\underset{\sim}{k}}_{3}\right) \cdot \sim \\
&=-{\underset{\sim}{\sim}}_{2} \cdot \underset{\sim}{\sim}-\phi_{2}-\omega t+\phi_{2}-\omega t  \tag{6.8}\\
&
\end{align*}
$$

i.e. is equal and opposite to the phase of wave ${\underset{\sim}{2}}_{2}$, apart from an arbitrary constant. Note that the generation of the fourth beam will be enhanced if $\omega$ is chosen in the vicinity of a sharp atomic resonance line (see also section ( $g$ ) of this chapter), owing to a three-fold resonant denominator in the third-order susceptibility $\{14,68\}$.

Now consider the situation where the phase $\phi_{2}(x, y)$ has a transverse distribution because the signal $\underset{\sim}{\mathrm{k}}$ has undergone some distortion from a plane wave caused by phase aberrations in its passage through an inhomogeneous optical medium \{66\}. The fourth wave will now have its phase aberrations corrected in its passage through the same inhomogeneous optical medium. This may be expressed in the following way \{54, $66,67,69,70\}$ : the phase conjugate reflected wave 4 is the time-reversed replica of wave 2 , since:

$$
\begin{align*}
{\underset{\sim}{\sim}}_{4} & ={\underset{\sim}{\sim}} \exp i\left(\phi_{1}+\phi_{3}\right) \exp i\left[-k_{\sim}\right. \\
& \propto\left[\chi^{(3)}{\underset{\sim}{\sim}}_{1} \varepsilon_{\sim}\left(\exp i\left(\phi_{1}+\phi_{3}\right)\right]{\underset{\sim}{\sim}}_{2}^{*}(\underset{\sim}{\sim},-t)\right. \tag{6.9}
\end{align*}
$$

This concept of a phase-conjugate mirror is of considerable technological importance $(69,70)$, since if the pump field and the non-linearity of the medium are sufficiently strong, the output field $\underset{\sim}{E} 4$ and signal $\underset{\sim}{E} \underbrace{}_{2}$ can undergo considerable amplification. Moreover, the conjugate mirror may act as a very sharp filter, owing to the behaviour of $\tilde{X}^{(3)}$ in the vicinity of a narrow optical resonance line $\{54,68\}$.

The theory of phase conjugation by stimulated scattering in a wave-guide has been derived by Hellwarth \{71\}.

## (e) REFLECTION AND REFRACTION

The theoretical analysis of the behaviour of light waves at the boundary of a non-linear medium is due to Bloembergen and Pershan \{72\}, who obtained the appropriate generalizations of the laws of reflection, refraction and Fresnel's equations. In linear optics, the directions of the reflected and refracted waves are derived from the condition that the tangential component of the wave vector be conserved at the boundary between the two media. In the non-linear case, one considers e.g. the effect of the generation of second-harmonic radiation $\left(\omega_{2}=2 \omega_{1}\right)$ when a wave of angular frequency $\omega_{1}$ impinges on a non-linear surface. The requirement that the tangential components of $\underset{\sim}{E}$ and $\underset{\sim}{\sim}$ be continuous everywhere on the boundary at all times $\{7,10,11\}$ imposes the condition that the individual frequency components, at $\omega_{1}$ and $2 \omega_{1}$, be separately continuous across the boundary. With superscripts i, $R$ and $T$ denoting the incident, reflected and transmitted waves, respectively, subscripts 1 and 2 denoting the fundamental and second-harmonic fields, and supposing planar boundary to be specified by $z=0$ with $y=0$ denoting the plane of incidence, we have for the fundamental frequency:

$$
\begin{equation*}
k_{1 x}^{i}=-k_{1 x}^{R}=k_{1 x}^{T} \tag{6.10}
\end{equation*}
$$

In the non-linear medium, a non-linear source term \{14\} (superscript $S$ ), with wave vector ${\underset{\sim}{s}}^{S}{ }_{2}=2{\underset{\sim}{k}}^{T}{ }_{1}$ will be generated by the fundamental. This in turn means that both a forced polarization wave $\underset{\sim}{{\underset{\sim}{k}}_{2}^{S}}$ and a free harmonic wave ${\underset{\sim}{x}}^{\mathrm{T}} 2$ will propagate in the second medium,
corresponding respectively to the particular solution of the inhomogeneous equation (4.7) and the solution of the corresponding homogeneous equation $\{14,72\}$. For the second-harmonic frequency one now has the condition:

$$
\begin{equation*}
2 k_{1 x}^{T}=k_{2 x}^{S}=k_{2 x}^{R}=k_{2 x}^{T} \tag{6.11}
\end{equation*}
$$

Relations (6.10) and (6.11) reflect the general requirement of conservation of the tangential component of momentum \{54,72\}, and immediately yield the angles of reflection and refraction for the second-harmonic waves:

$$
\left.\begin{array}{l}
\sin \theta_{2}^{R}=\frac{k_{2}^{R}}{\left|k_{2}^{R}\right|}=\frac{k_{1}^{i}}{\left|k_{2}^{R}\right|^{2}}=\sin \theta_{1}^{i} \\
\sin \theta_{2}^{T}=\frac{k^{T}}{\left|k_{2}^{T}\right|}=\frac{1}{\mu(2 \omega)} \sin \theta_{1}^{i}  \tag{6.12}\\
\sin \theta_{2}^{S}=\frac{k_{2}^{S}}{\left|k_{2}^{S}\right|}
\end{array}\right\}
$$

Here we have considered for simplicity the first medium to be vacuum, while only one refractive index (for a particular frequency) has been assumed for the second medium. The present treatment (which can be generalized where necessary to account for more complicated situations) is therefore applicable to a cubic crystal (e.g. ZnS), or to a uniaxial crystal (e.g. KDP) when the plane of incidence contains the optic axis and the incident wave is, e.g. polarized within this plane. Since the first medium (here vacuum) is non-dispersive, the reflected second harmonic travels in the same direction as the reflected fundamental wave. On the other hand, the forced polarization wave $\underset{\sim}{{\underset{\sim}{s}}^{S}} 2$ and the free harmonic wave ${\underset{\sim}{k}}^{\mathrm{T}} 2$ will in general (as a result of dispersion) propagate in somewhat different directions; they will travel parallel in the limiting cases of exact phase matching, $\mu(2 \omega)=\mu(\omega)$, or normal incidence. The total harmonic field in the non-linear medium is determined by the interference between the free and forced waves, which prevents the generation of a significant amount of second-harmonic power in the absence of phase matching (see Chapter 4), unless the waves are spatially separated by the use of oblique angles of incidence \{54\}. (It is of course clear from (6.12) that the forced polarization wave is confined to those regions of the crystal in which there is fundamental
field intensity.)
For the present situation where the fundamental incident wave is E polarized in the plane of incidence, which contains the optic axis of the crystal, the transmitted fundamental wave is an extraordinary wave. In that case, crystal symmetry requires that the $\underset{\sim}{\mathbb{N}}$ field for the forced second-harmonic wave, and therefore (from the boundary conditions at the interface) $\underset{\sim}{E}$ for the free second-harmonic wave be perpendicular to the plane of incidence \{72\}. Both of these second-harmonic waves therefore propagate as ordinary waves in the second medium. The same boundary conditions will be satisfied with $\underset{\sim}{\mathbb{E}^{R}}(2 \omega)$ perpendicular to the plane of incidence as well.

The various fields can readily be derived from the Maxwell equations together with the appropriate boundary conditions, for the special case of second harmonic generation as well as the more general situation where two waves of frequencies $\omega_{1}$ and $\omega_{2}$, incident from a linear medium, impinge on the surface of a non-linear medium, thereby generating inter alia free and forced waves at the sum frequency $\omega_{3}=\omega_{1}+\omega_{2}\{72\}$.

The non-linear analogues of the Fresnel formulae $\{72\}$, the Brewster angle $\{73\}$ and total internal reflection $\{72\}$ for the two different critical angles predicted by equation (6.12) have been studied experimentally $\{73,74\}$. In all cases, quantitative agreement has been obtained with the analysis of Bloembergen and Pershan \{72\}, in a manner which serves as a beautiful confirmation of the correctness of Maxwell's equations in describing both linear and non-linear optical propagation.

A special case of particular interest in this connection is the phenomenon of conical diffraction in second-harmonic generation \{75\}, which is the non-linear analogue of a refraction process (conical refraction) in biaxial crystals first predicted by Hamilton \{76\} in 1833 and observed by Lloyd \{77\} in the same year. As shown in Chapter 2 , the plane of polarization is arbitrary when wave propagation takes place along the optic axis of a biaxial crystal. The poynting vectors belonging to the wave-vector direction exactly parallel to the optic axis lie on a cone, with apex angle $\alpha$ given by:

$$
\begin{equation*}
\tan \alpha=\frac{1}{\mu_{1} \mu_{3}}\left[\left(\mu_{2}^{2}-\mu_{1}^{2}\right)\left(\mu_{3}^{2}-\mu_{2}^{2}\right)\right]^{\frac{1}{2}} \tag{6.13}
\end{equation*}
$$

where we have assumed for the principal velocities $\mathrm{v}_{\mathrm{i}}=\frac{\mathrm{C}}{\sqrt{\epsilon_{\mathrm{i}}}}=\frac{\mathrm{C}}{\mu_{\mathrm{i}}}$, with $\mu_{1}<\mu_{2}<\mu_{3}$, and the optic axes lie in the $x z$ plane, each making an angle:

$$
\begin{equation*}
\eta=\arctan \left[\frac{\mu_{3}}{\mu_{1}}\left(\frac{\mu_{2}^{2}-\mu_{1}^{2}}{\mu_{3}^{2}-/ \mu_{2}^{2}}\right)^{\frac{1}{2}}\right] \tag{6.14}
\end{equation*}
$$

with the $z$ axis (see Appendix IV).
In the non-linear case, two types of internal conical refraction arise, namely forced and free second-harmonic conical refraction $\{75$, 78-80\}. Firstly, if the fundamental wave vector is parallel to one of the fundamental optical axes, both the fundamental and forced secondharmonic intensities will be distributed in a conical pattern. If the dispersion in the direction of the optic axes is sufficiently large \{9\} the free second-harmonic wave vectors will not contain the direction of the second-harmonic optic axis. The energy associated with the free wave mode will therefore be refracted in a single spot $\{80\}$.

If the incident laser beam has a bundle of wave normals that contain the second-harmonic optic axis, the free wave at $2 \omega$ gives rise to a free second-harmonic conical intensity pattern. Provided that the fundamental optic axis is not contained in the wave-normal bundle, the fundamental intensity is now confined to a single ray and consequently the forced second-harmonic wave gives rise to a forced ray coinciding with the fundamental.

Both of these cases were observed by Schell and Bloembergen (7880\}, who employed crystals of aragonite $\left(\mathrm{CaCO}_{3}\right)$ and $\alpha$-iodic acid $\left(\alpha-\mathrm{HIO}_{3}\right)$, both of which are orthorhombic in structure, but with the additional complication in the latter case of natural optical activity (optical rotatory power) \{17\}. Good agreement between measurement and theoretical predictions was again obtained. The experimental conditions which must be fulfilled in order to observe this phenomenon are rather stringent $\{75,78\}$ :
(1) The diffraction angle of the primary laser beam should be small compared with the cone apex $\alpha$. This implies that the radius of the waist wo (called the optimum spot size in Chapter 5) of the Gaussian beam focussed at the entrance surface of the crystal, and the crystal length $L$, must satisfy the condition:

$$
\begin{align*}
\frac{1}{2} L \alpha>w^{2}(L) & =w_{0}\left[1+\xi^{2}\right]^{\frac{1}{2}} \\
& =w_{0}\left[1+\left(\frac{\lambda_{1} L}{\pi w_{0}^{2} \mu(\omega)}\right)^{2}\right]^{\frac{1}{2}} \tag{6.15}
\end{align*}
$$

where we have used equations (5.5), (5.9) and Ref. \{42\}, equation (4.4). The refractive index $\mu(\omega) \approx \mu_{2}(\omega)$ is an "average" of the principal refractive indices.
(2) The angular dispersion between the optic axes at the fundamental and the second-harmonic frequency should be larger than the diffraction angle.
(3) The thickness of the crystal $L$ should be sufficiently large to obtain a dark centre of the base formed by the intersection of the cone with the exit surface. This again requires that condition (6.15) be fulfilled.
(4) The coherence length should be smaller than the distance over which the forced and free second-harmonic waves overlap. In that case, the two harmonic waves have equal intensity \{72\}. This requires that the coherence length should be much less than the aperture length:

$$
L_{\text {coh }} \ll L_{a}
$$

or, from (4.49) and (5.8):

$$
\begin{equation*}
\lambda_{1} \ll 4 \sqrt{\pi} \frac{w_{0}}{\alpha}|\Delta \mu| \tag{6.16}
\end{equation*}
$$

(Note $\{75\}$ that for present purposes (biaxial crystals) the apex angle $\alpha$ in equation (6.13) effectively replaces the aperture ("walk-off") angle in equation (5.7), used in Chapter 5 in the discussion of uniaxial crystals.)

Some specific numerical examples are discussed in Ref. \{75\}, notably the case of $\alpha$-iodic acid $\left(\alpha-\mathrm{HIO}_{3}\right)$. The non-linear analogue of external conical refraction is also discussed in this paper.

## (f) SELF-FOCUSSING

This phenomenon is found to occur in media (liquids and solids) subjected to a laser beam whose intensity exceeds a certain critical value: the beam diameter contracts as the electromagnetic wave propagates through the material, eventually producing a sharply focussed
spot which can cause appreciable damage in solids $\{55,56,81-83\}$. Self-focussing is caused by a field-induced non-linearity in the refractive index:

$$
\begin{equation*}
\mu=\mu_{0}+\Delta \mu\left(|\underset{\sim}{E}|^{2}\right) \tag{6.17}
\end{equation*}
$$

the possible physical mechanisms to which $\Delta \mu$ may be ascribed being libration, reorientation and redistribution of the molecules, electrostriction, deformation of electronic clouds, and heating $\{4,55\}$.
While the complete solution to the problem is rather complex, a simple model for the process may readily be described $\{55,56\}$. When a laser beam with an initially Gaussian transverse profile enters a medium whose refractive index may be described by (6.17), the central part of the beam, which encounters a region of higher refractive index, is retarded relative to the edge, with consequent distortion of the original plane wave front. This distortion continues to increase with distance travelled in the medium, while the corresponding rays therefore tend to contract to a focus. This effect is somewhat offset by the tendency of any beam of finite crosswsection to diffract, as described in Chapters 4 and 5, and the final outcome is determined by the competition between the two processes \{55\}. When the effects of self-focussing and diffraction exactly cancel, the beam will propagate without any change in its transverse profile, a situation known as self-trapping (81).

With the use of high-intensity pulsed lasers, two situations arise: firstly, if the pulse duration is much longer than the response time of $\Delta \mu$ (in particular the case of a fast non-linearity), the response of $\Delta \mu$ to the laser intensity variation can be considered to be instantaneous, i.e. the case of quasi-steady-state self-focussing (55\}. Secondly, if the pulse duration is comparable with or shorter than the response time of $\Delta \mu$, the lagging part of the pulse will encounter a variation in refractive index brought about by the passage of the leading part. This is the case of transient self-focussing (55).

Both quasi-steady-state and transient self-focussing can be described formally by the non-linear wave equation (see (1.17)-(1.19)):

$$
\begin{equation*}
-\nabla^{2} E+\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\left[\left(\mu_{0}+\Delta \mu\right)^{2} E\right]=0 \tag{6.18}
\end{equation*}
$$

where $\Delta \mu$ obeys the appropriate dynamical equation (depending upon the physical mechanism responsible for $\Delta \mu$ ). "For example, in liquids with strongly anisotropic molecules (Kerr liguids), $4 \mu$ induced by a Q-switched laser pulse is mainly due to field-induced orientation of mole-
cules and hence should obey the Debye relaxation equation" \{55\}. However, a complete and fully rigorous analytical solution to equation (6.18) applicable to all cases, cannot readily be derived; a qualitative discussion of many aspects of self-focussing together with an extensive bibliography will be found in Ref. \{55\}.

## (g) OPTICAL MIXING IN VAPOURS

Because of inversion symmetry, $\tilde{X}^{(2)}$ vanishes in a vapour system in the electric-dipole approximation \{6\}, and in view of the comparatively low atomic density, one would expect that non-linear effects arising from $\widetilde{X}^{(3)}$ would normally not be significant. However, when the optical frequencies are close to strong resonances, inequality (6.1) will be violated $\{54\}$ and because of resonant enhancement, $\tilde{\chi}^{(3)}$ can become so large that the third-order non-linear optical processes in a vapour can appear as strong as the second-order processes in a crystal \{55\}. For efficient third-harmonic generation, phase matching is again required, and in the present case this may be achieved by introduction of an appropriate buffer gas whose density may be treated as a variable \{84\}. A discussion of the limitations on the laser intensity and atomic density will be found in the paper by Miles and Harris \{84\}. Numerous other references on this subject are cited by Shen \{55\}.

## (h). DISPERSIVE OPTICAL BISTABILITY

In the phenomenon of optical bistability, matter and light are coupled together in such a way that phase transitions occur far from thermodynamic equilibrium. Initially \{85\}, a Fabry-Perot interferometer filled with a non-linear vapour (sodium irradiated with light from a CW dye laser) was used to demonstrate the effects of hysteresis in the curve of transmission versus input intensity, and optical bistability (dispersive and absorptive). Thereafter, similar observations were made by means of etalons containing semiconductor (GaAs and InSb) material $\{86,87\}$ and distributed feedback structures $\{88\}$. For a discussion of these effects, Refs. \{85-89\} may be consulted.

## CHAPTER 7

## SCATTERING BY NON-LINEAR MEDIA

## INTRODUCTION

Ordinary Raman spectroscopy has long been a valuable means of studying the vibrational energy levels of molecules and of optical branch lattice vibrations in crystals $\{90,91\}$. When a parallel beam of light with a discrete line spectrum traverses a gas, liquid or transparent solid body, and the scattered light (Tyndall effect) is analysed, it is found to contain primarily the same frequencies as those in the incident beam (Rayleigh scattering), but also weaker additional lines which do not appear in the spectrum of the light source (Raman scattering). The frequency shifts (Raman displacements) are found to be independent of the frequencies of the exciting lines, but characteristic of the scattering substance under consideration. The Raman lines displaced towards lower frequencies (relative to the unperturbed lines) are called Stokes lines, those displaced towards higher frequencies called anti-Stokes lines, this nomenclature originating from a law for fluorescent light formulated by Sir George Stokes \{90,91\}. In conventional molecular spectroscopy, the intensity of anti-Stokes scattering is significantly lower than that of Stokes scattering, by the Boltzmann factor $\exp \left(-h \nu_{O_{1}} / k T\right)$, where $\nu_{O_{1}}$ corresponds to the frequency of the unperturbed molecular transition between an excited state (l) and the ground state ( 0 ). In the anti-Stokes case, an incoming photon (frequency $\nu$ ) is scattered by an initially excited molecule, and its frequency increased to:

$$
\begin{equation*}
\nu_{a}=\nu+\nu_{01} \tag{7.1}
\end{equation*}
$$

while the molecule is simultaneously de-excited. In the case of Stokes scattering, the incoming photon (frequency $V>V_{O_{1}}$ ) encounters a molecule in its ground state, imparts a fraction of its energy to the molecule which is excited in the process, and is scattered with reduced frequency :

$$
\begin{equation*}
\nu_{S}=\nu-\nu_{01} \tag{7.2}
\end{equation*}
$$

Until the advent of the laser (maser), this type of spectroscopy was performed with intense incoherent light sources.

In 1922. Brillouin \{92\} predicted that a liquid traversed by compression waves of short wavelength (ultrasound), when irradiated by visible light, would give rise to a diffraction phenomenon similar to that produced by a ruled grating. A simple model for this process is discussed in Chapter 12 of Ref. \{13\}. Experimental confirmation of the idea that ultrasonic pressure waves in an elastic medium could simulate the action of a diffraction grating, was produced by Debye and Sears \{93\} who used a high-frequency quartz crystal oscillator ( $10^{6}-10^{7} \mathrm{~Hz}$ ) to drive the elastic waves in toluene and carbon tetrachloride, and observed the resultant diffraction of a mercury arc spectrum. Comparison between calculated (from the adiabatic compressibility of the fluid) and measured velocity, yielded agreement within a few percent, on the basis of an assumed formula:

$$
\begin{equation*}
\sin \theta_{n}=n \lambda / \Lambda \tag{7.3}
\end{equation*}
$$

for the angular deviation of the $n^{\text {th }}$ order with respect to the central image, $\Lambda$ being the wavelength of the ultrasound. A more detailed study by Lucas and Biquard \{94\}, with a careful theoretical analysis of their findings, followed in the same year. A full treatment of the diffraction of light by ultrasonic waves on the basis of Maxwell's equations was subsequently undertaken by Raman and Nath \{95\}. A résumé of their treatment, together with an extensive bibliography on the subject, will be found in Ref. \{13\}.

The term Brillouin scattering is now associated with situations where a spectrum of thermally excited acoustic waves is present in a liquid or crystal, producing partial scattering of an incident light beam as a result of an interchange of energy and momentum between the incident photons and acoustic phonons \{56\}.

## (a) STIMULATED RAMAN SCATTERING

The first reported observation of this phenomenon was made by Woodbury and Ng \{96\}, who noted that a ruby laser switched with a nitrobenzene (a Raman-active liquid) Kerr cell, emitted a copious amount of light at $7670 \AA$ in addition to the normal ruby laser light at 6943 A. This was shortly thereafter explained by Eckhardt et al. \{97\} who demonstrated that when various Raman-active liquids are placed inside an optical Fabry-Perot cavity and illuminated by light of frequen-
cy $\omega_{\alpha}$ and intensity greater than a certain threshold, then coherent light builds up in the cavity at a frequency $\omega_{\beta}$ which equals $\omega_{\alpha}$ minus the frequency of a Raman-active vibration $\{24,98\}$. It was shown by these authors $\{97\}$ that while negligible resonant absorption at $\omega_{\alpha}$ takes place, the lasing action is caused by stimulated Raman scattering.

The Raman laser spectra of various liquids and solids are listed in Table 5-2 of Ref. \{24\}. Only the frequencies belonging to the sharpest and most intense spontaneous Raman line will be produced in the stimulated process, or occasionally two lines belonging to a symmetrical vibration $\{24,90\}$. The reason for this is provided by a phenomenological theory due to Hellwarth $\{98\}$, in which the process of stimulated Raman scattering is described in terms of tabulated or measurable material parameters, namely ordinary Raman scattering crosssections. According to a simple model \{24\}, the process with the lowest threshold will tend to limit the laser power below higher threshold values: further increase in pump power will increase the intensity of this Stokes line, but not create other lines of the spontaneous Raman spectrum. However, when the Stokes line has attained a sufficient intensity, it can in turn create a second Stokes line of the first Stokes line, at $\omega_{L}-2 \omega_{V}$ (where $\omega_{L}$ is the pump frequency, and $\omega_{V}$ the frequency of the optical phonon or vibrational wave). This process can continue, with the production of higher-order Stokes lines at exact harmonics of the first vibrational transition, whose existence was reported in Ref. \{97\}.

It might be supposed that these higher-order lines are due to a Raman transition, induced by the laser pump at $\omega_{L}$, while the molecule undergoes a transition with a change of two or more in the vibrational quantum number. As explained by Bloembergen \{ 24 \}, this cannot be the case in view of the small matrix elements for such transitions and the anharmonicity of the vibrational potential energy well \{90\} which is sufficiently large to ensure, e.g. that the frequency of spontaneous Raman emission for the double vibrational quantum transition
$\omega_{\mathrm{L}}-\omega_{\mathrm{V}(0 \rightarrow 2)}$ does not coincide with $\omega_{\mathrm{L}}-2 \omega_{\mathrm{V},(0 \rightarrow 1)}$.

## (b) STIMULATED RAMAN SCATTERING (THEORY)

A theoretical description of the process of stimulated Raman scattering is provided by the papers of Bloembergen and Shen $\{24,99,100\}$ and Loudon $\{101\}$. The first two authors base their treatment on a model \{24\} for the (third-order) complex Raman (or Stokes) susceptibi-
lity of a molecule exhibiting the Raman effect, $\chi^{(3)} S^{*} \quad$ With $\omega_{L}$ again denoting the laser frequency, and $u_{\mathrm{f}}$ a vibrational resonant frequency of the molecular system, one finds that for photon emission ( $\omega_{S}$ ) exactly at resonance $\left(\omega_{S}=\omega_{L}-\omega_{V}\right), \chi_{S}^{(3)}$ is negative pure imaginary, corresponding to a negative absorption or positive gain at $\omega_{S}$, proportional to the intensity of the laser beam. The non-linear polarization for $N$ molecules per unit volume may be written:

$$
\begin{equation*}
{\underset{\sim}{P}}^{N L}\left(\omega_{S}\right)=\chi_{S}^{(3)}\left(\omega_{S} ; \omega_{L},-\omega_{L}, \omega_{S}\right)\left|E_{L}\right|^{2}{\underset{\sim}{S}} \tag{7.4}
\end{equation*}
$$

where ${\underset{\sim}{L}}^{L_{L}}$ and $\underset{\sim}{E}{ }_{S}$ denote the electric field-strengths at $\omega_{L}$ and $\omega_{S}$, respectively. Similarly, the non-linear polarization at $\omega_{L}$ is given by:

$$
\begin{equation*}
{\underset{\sim}{P}}^{N L}\left(\omega_{L}\right)=X_{S}^{(3)^{*}}\left(\omega_{L} ; \omega_{L}, \omega_{S},-\omega_{S}\right) E_{L}\left|E_{S}\right|^{2} \tag{7.5}
\end{equation*}
$$

Corresponding to the electromagnetic fields at $\omega_{S}$ and $\omega_{L}$, one has in addition a non-linear polarization at the anti-Stokes frequency $2 \omega_{L}-\omega_{S}$, given by:

$$
\begin{equation*}
{\underset{\sim}{P}}^{N L}\left(\omega_{a}\right)=X^{(3)}\left(\omega_{a} ; \omega_{L}, \omega_{L},-\omega_{S}\right) E_{\sim_{L}}^{2} E_{S}^{*} \tag{7.6}
\end{equation*}
$$

where $\chi^{(3)}$ is related to the anti-Stokes susceptibility $\chi^{(3)}$ a and the Stokes susceptibility $\chi^{(3)}$ by $\{24,100\}$ :

$$
\begin{equation*}
X^{(3)}=\left(X_{5}^{(3)^{*}} X_{a}^{(3)}\right)^{\frac{1}{2}} \tag{7.7}
\end{equation*}
$$

which becomes simply $\chi^{(3) *}$ in the limit of negligible dispersion. An important complex symmetry relationship is derived by Bloembergen and Shen $\{24,100\}$ :

$$
\begin{equation*}
\left(X_{s}^{(3)^{*}} X_{a}^{(3)}\right)^{\frac{1}{2}}=X^{(3)}\left(\omega_{a} ; \omega_{L}, \omega_{L}-\omega_{S}\right)=X^{(3)^{*}}\left(\omega_{S} ;-\omega_{a}, \omega_{L}, \omega_{L}\right) \tag{7.8}
\end{equation*}
$$

This is a generalization of equation (3.37). When absorption of ener-
gy by the medium must be considered, the susceptibility elements are complex quantities; in that case, a permutation of frequencies involving a change of sign of the frequency combination near resonance requires simultaneous complex conjugation of the relevant susceptibility elements. (Compare also equation (3.2).) It may be shown \{24\} that (7.8) is tantamount to the requirement that the Raman-type susceptibilities obey the same Kramers-Kronig relation $\{10,24\}$ as in the case of linear susceptibilities.

In addition to the resonances described above at $\omega_{S}=\omega_{L}-\omega_{V}$ and $\omega_{\mathrm{a}}=\omega_{\mathrm{L}}+\omega_{\mathrm{V}}$, one has other non-resonant contributions to the total nonlinear susceptibility which are non-dispersive in character, and therefore expressible by a purely real tensor quantity $\chi^{(3)}{ }_{N R} \cdot \quad$ With $\underset{\sim}{E}$ denoting the electric field-strength at the anti-Stokes frequency $\omega_{a}$, one has finally the following general expressions for the non-linear polarization at $\omega_{\mathrm{S}}$, $\omega_{\mathrm{L}}$ and $\omega_{\mathrm{a}}$ \{24\}:

$$
\begin{align*}
& \underset{\sim}{P}\left(\omega_{S}^{N L}\right)=\left(X_{S}+X_{N R}\right)\left|{\underset{\sim}{L}}_{L}\right|^{2}{\underset{\sim}{E}}_{S}+\left\{\left(X_{S} X_{a}^{*}\right)^{\frac{1}{2}}+X_{N R}\right\} \underset{\sim}{E}{\underset{\sim}{E}}_{a}^{E_{a}^{*}}  \tag{7.9}\\
& {\underset{\sim}{P}}^{N L}\left(\omega_{L}\right)=\left.\left(X_{S}^{*}+X_{N R}\right) \underset{\sim}{E}\right|_{L}\left|E_{S}\right|^{2}+\left(X_{a}^{*}+X_{N R}\right){\underset{\sim}{L}}\left|E_{\sim a}\right|^{2} \\
& +\left\{\left(X_{S} X_{a}^{*}\right)^{\frac{1}{2}}+\left(X_{S}^{*} X_{a}\right)^{\frac{1}{2}}+2 X_{N R}\right\} E_{\sim}^{*} E_{\sim} E_{\sim a}  \tag{7.10}\\
& {\underset{\sim}{P}}^{N L}\left(\omega_{a}\right)=\left(X_{a}+X_{N R}\right)|\underset{\sim}{E}|^{2}{\underset{\sim}{E}}+\left\{\left(X_{s}^{*} X_{a}\right)^{\frac{1}{2}}+X_{N R}\right\}{\underset{\sim}{E}}_{L}^{E_{\sim}^{E}}{ }_{s}^{*} \tag{7.11}
\end{align*}
$$

(For brevity, we have omitted the superscript 3 on the third-order Raman susceptibilities.)

The following physical interpretation may be given for the various terms in (7.9)-(7.11). The imaginary part of the terms with $X^{(3)} \mathrm{S}$ and $\chi^{(3)}$ a describes the emission of Stokes and anti-Stokes photons resonantly in the interaction between the electromagnetic field and the molecular systems. The real part of $\chi^{(3)}{ }_{S}$ and $\chi^{(3)}$ a describes a parametric process, the simultaneous scattering of quanta at $\omega_{L}$ and $\omega_{S}$, and $\omega_{L}$ and $\omega_{a}$, respectively. The interference of all these higher scattering processes in the homogeneous medium leads to a change in index of refraction at $\omega_{S}$ and $\omega_{a}$ proportional to $\left|E_{L}\right|^{2}$, and at $\omega_{L}$ proportional to $|{\underset{\sim}{S}}|$ and to $\left|{\underset{\sim}{C}}_{a}\right|^{2}$. The real part of the terms in $\left(X^{(3)}{ }_{S} X^{(3)}{ }_{a}\right)^{\frac{1 / 2}{2}}$ corresponds to a scattering process in which two quanta at $\omega_{L}$ scatter into a quantum at $\omega_{S}$ and one at $\omega_{a}=2 \omega_{L}-\omega_{S}$, or in which a pair of
quanta at $\omega_{S}$ and $\omega_{a}$ combine to yield two quanta at $\omega_{L}$. The interference of all scattering processes in the homogeneous medium leads to a parametric generation of $\omega_{S}$ and $\omega_{a}$ by the laser beam, or vice versa \{24\}.

The imaginary part of the terms in $\left(X_{S} X_{a}^{*}\right)^{\frac{1}{2}}$ and $\left(X_{S}^{*} X_{a}\right)^{\frac{1}{2}}$ can be described as the interference of two Raman processes operating between the same initial and final state, which may either enhance or decrease the total transition rate between the vibrational levels. In the former case, the generation of $\omega_{S}$ and the absorption of $\omega_{a}$ is enhanced; in the latter case the generation of $\omega_{S}$ and the absorption of $\omega_{a}$ is de-
 termine which situation applies: this in fact suggests that a better description of these processes would be in terms of coupled coherent wave packets of electromagnetic oscillator states \{24\}.

The concepts outlined above can now be applied to the description of the stimulated Raman effect as a parametric process $\{99,100\}$. The expressions for $P^{N L}\left(\omega_{S}\right)$ and $P^{N L}\left(\omega_{a}\right)$ in equations (7.9) and (7.11) are substituted in the differential equations for the corresponding fieldstrengths (cf. (4.7)), here written for simplicity for an isotropic medium:

$$
\begin{align*}
& \nabla^{2} E_{s}-\frac{E_{s}}{c^{2}} \frac{\partial^{2} E}{\partial t^{2}}=\frac{4 \pi}{c^{2}} \frac{\partial^{2}}{\partial t^{2}} P^{N L}\left(\omega_{s}\right)  \tag{7.12}\\
& \nabla^{2} E_{a}-\frac{E_{a}}{c^{2}} \frac{\partial^{2} E_{a}}{\partial t^{2}}=\frac{4 \pi}{c^{2}} \frac{\partial^{2}}{\partial t^{2}} \stackrel{P}{ }^{N L}\left(\omega_{a}\right) \tag{7.13}
\end{align*}
$$

Along the lines of analogous coupled amplitude equations in Chapters 4 and 5, these equations for the field-strengths may first be simplified by adopting the slowly varying amplitude and phase approximation. The solutions for the stokes and anti-Stokes intensities are outlined and discussed in Refs. $\{24,99\}$ as a function of the real and imaginary parts of the complex Raman susceptibility, and the wave vector (momentum) mismatch:

$$
\begin{equation*}
\Delta \underset{\sim}{k}=2{\underset{\sim}{k}}_{L}-{\underset{\sim}{k}}^{k_{s}}{\underset{\sim}{k}}^{k_{a}} . \tag{7.14}
\end{equation*}
$$

Loudon $\{101\}$ considers the process where an incident photon of frequency $\omega_{I}$ is destroyed in a crystal, accompanied by the creation of a scattered photon of frequency $\omega_{2}$ and an optical phonon (lattice vibration quantum) of frequency $\omega$. The photons $\omega_{1}$ and $\omega_{2}$ have wave vec-
tors $\underset{\sim}{{\underset{\sim}{1}}^{1}}$ and $\underset{\sim}{\mathrm{k}_{2}}$ directed perpendicular to the end mirrors of the laser cavity \{97\}; wave vector conservation requires that the phonon wave vector $\underset{\sim}{k}$ equal $\underset{\sim}{k}{ }_{1}-\underset{\sim}{k} \underbrace{}_{2}$. For forward scattering (as considered here), where $\underset{\sim}{k_{i}}$ and $\underset{\sim}{k_{2}}$ are collinear, $\underset{\sim}{k}$ is of the order of 0 to $10^{3} \mathrm{~cm}^{-1}$, i.e. we are dealing with the creation of long wavelength phonons. The dominant scattering interaction $\{102\}$ is one in which the photons and phonons are coupled indirectly through electron-photon and electronphonon interactions with the electrons in the crystal.

The theory of stimulated Raman scattering by lattice vibrations is developed by Loudon \{lol\} by analogy with the treatment of spontaneous Raman scattering from phonons \{l02\}. It is important to note the restrictions imposed by crystal symmetry in the present case as well. Since the transverse (optical) phonons under consideration have the same symmetry character as photons, the crystal symmetry restrictions are identical to those which apply to collinear three-photon processes \{103.104\}. An analysis of the phonon modes that satisfy conservation of energy and momentum and hence can participate in forward Raman scattering, requires a detailed knowledge of the phonon dispersion curves \{lol, lO2\} for the particular crystal. A detailed discussion for the case of uniaxial crystals in terms of ordinary and extraordinary electromagnetic and lattice waves will be found in'Ref. \{lOl\}, together with an analysis of the stimulated Raman scattering threshold.

## (c) HIGHER-ORDER STOKES AND ANTI-STOKES RADIATION

Already by 1963, power flux densities in excess of 100 megawatts/ $\mathrm{cm}^{2}$ were readily obtainable in the focus of an external laser beam, and these giant pulses could be utilised to generate copious Stokes and anti-Stokes radiation in various orders, from liquids such as benzene, liquid nitrogen, and nitrobenzene \{105-107\}. By means of a frosted glass plate placed immediately behind the Raman cell \{97) and imaged on the slit of a high-resolution spectrograph, the frequency spectrum integrated over all directions could be measured. Several interesting features of the Stokes and anti-Stokes lines were noted by Stoicheff \{106\}, in particular the widths of the lines as well as the effect on the Raman spectra of mixing liquids such as benzene and carbon disulphide.

The angular dependence of laser-stimulated Raman radiation in calcite was measured by Chiao and Stoicheff \{108\}. Four orders of antiStokes emission were observed in well-defined cones, as well as diffuse first-order Stokes emission with cones of absorption in this diffuse
radiation, and a well-defined cone of second-order Stokes emission, all in the forward direction. Excellent agreement was found between the measured and calculated half apex angles of the various cones, on the basis of the precisely known refractive index of calcite and the wave vector (momentum matching) relations for the laser and the various Stokes and anti-Stokes fields $\{24,108,109\}$. The calculation of these angles is discussed in detail by Bloembergen \{24\}.

## (d) STIMULATED BRILLOUIN SCATTERING

As explained above, Brillouin scattering \{92\} involves a coupling between acoustic waves and electromagnetic waves. The effect may be described either as the diffraction of a light wave by a variable index of refraction grating \{13\}, set up by the acoustic vibration, or as a collision which occurs between an incident light wave ( ${\underset{\sim}{1}}^{1}, \omega_{1}$ ) and an acoustic wave ( ${\underset{\sim}{2}}_{2}, \omega_{2}$ ) to produce a light wave ( ${\underset{\sim}{3}}_{3}, \omega_{3}$ ). The conditions of conservation of energy and quasi-momentum require:

$$
\begin{align*}
& \omega_{3}=\omega_{1}+\omega_{2}  \tag{7.15}\\
& {\underset{\sim}{k}}_{3}={\underset{\sim}{k}}^{k_{1}}+q_{2} . \tag{7.16}
\end{align*}
$$

For acoustical phonons with frequencies below $10^{10} \mathrm{~Hz}$, these conditions can always be satisfied \{24\}. Although the momentum $q_{2}$ can be comparable in magnitude to $k_{1}$ and $k_{2}$, the acoustical frequency is very small compared with the light frequency, and consequently the momentum triangle corresponding to (7.16) may be considered isosceles, with $\left|{\underset{K}{1}}^{1}\right| \simeq\left|{\underset{\sim}{k}}_{3}\right|$. The Brillouin relation $\{92\}$ for the angle of scattering of the light now follows immediately as:

$$
\begin{equation*}
q=2 k \sin \left(\frac{\theta}{2}\right) \tag{7.17}
\end{equation*}
$$

where $\theta$ is the angle between the scattered and incident electromagnetic wave vectors.

As written, equation (7.15) represents the absorption of a phonon by an electromagnetic wave. It is also possible for a vibrational quantum of frequency $\omega_{2}$ to be emitted, with the attendant scattering of a photon of frequency $\omega_{1}-\omega_{2}$.

The phenomenon of stimulated Brillouin scattering, in which the acoustic wave that scatters the incident light is produced by the optical beam itself, was discovered by Chiao, Townes and Stoicheff \{llo\} in
1964. In comparing this process with that of stimulated Raman scattering by lattice vibrations \{101\}, it is important to note \{24\} the very different dispersion law for acoustical phonons from that for optical phonons.

In this experiment \{llo\}, intense radiation from a giant-pulse ruby laser was focussed inside a crystal (quartz or sapphire), and the radiation scattered in the backward direction detected and resolved with the aid of two Fabry-Perot interferometers, whose interferograms were compared to distinguish between the ruby radiation and that scattered directly backward from the sample. The Brillouin scattering was found to be very intense, and hence much amplified over that expected from normal Brillouin scattering. Excellent agreement was obtained between the observed frequency shifts and those calculated from the known elastic constants of the particular material, on the basis of a model for electrostrictively-driven compressional waves. The intense hypersonic waves generated in these crystals were found to have frequencies exceeding $10^{10} \mathrm{~Hz}\{110\}$.

For a discussion of more recent developments such as phase conjugation in stimulated Brillouin \{lll\} and stimulated Raman scattering $\{71\}$, the reader is referred to the review articles, Refs. $\{54,55,69$, 70 .

## (e) THE RAMAN LASER

While the inclusion of the rather small non-resonant contributions $\chi_{N R}$ in equations (7.9)-(7.11) is important for certain problems like Raman induced Kerr effect spectroscopy (RIKES) \{112\}, it is often a safe procedure to omit them entirely. In that case one has from equations (7.9)-(7.14) in the slowly-varying amplitude and phase approximation (compare equation (4.11)):

$$
\begin{align*}
& \frac{d \varepsilon_{s}}{d z}=\frac{2 \pi i \omega_{s}}{\mu_{s}}\left[\chi_{S} / \varepsilon_{L} \varepsilon_{s}+\left(X_{S} X_{a}^{*}\right)^{1 / 2} \varepsilon_{a}^{2} \varepsilon_{a}^{*} e^{i \Delta k^{*}}\right] \\
& -\alpha_{s} E_{s}  \tag{7.18}\\
& \frac{d \varepsilon_{a}}{d z}=\frac{\partial \pi i \omega_{a}}{\mu_{a}}\left[\chi_{a} \mid \varepsilon_{L} \|_{a}^{2} \varepsilon_{a}\left(\chi_{S}^{*} \chi_{a}^{1 / 2} \varepsilon_{L}^{2} \varepsilon_{S}^{*} e^{i \Delta k z}\right]\right. \\
& -\propto_{a} E_{a} \text {. } \tag{7.19}
\end{align*}
$$

Again, co-linear wave propagation has been assumed, and in addition linear attenuation in the medium has been allowed for by writing \{13,24\}:

$$
\begin{align*}
& \frac{\epsilon_{s} \omega_{s}^{2}}{c^{2}}=k_{s}^{2}+2 i \alpha_{s} k_{s}  \tag{7.20}\\
& \frac{\epsilon_{a} \omega_{a}^{2}}{c^{2}}=k_{a}^{2}+2 i \alpha_{a}^{k_{a}} \tag{7.21}
\end{align*}
$$

with $\mu_{S}=\left(\operatorname{Re} \epsilon_{S}\right)^{\frac{1}{2}}, \mu_{a}=\left(\operatorname{Re} \epsilon_{a}\right)^{\frac{1}{2}}$. In cases where the wave vector mismatch :

$$
\begin{equation*}
\Delta k=2 k_{L}-k_{s}-k_{a} \tag{7.22}
\end{equation*}
$$

is not small, the terms in (7.18) and (7.19) which couple the Stokes and anti-Stokes waves will not contribute significantly to the generation of power at the Stokes and anti-Stokes frequencies (compare for example equations ( 4.16 )-(4.18)). Neglecting these terms in this case, and making the further assumption that the laser beam intensity is not significantly altered as a result of the scattering processes, i.e. treating $\varepsilon_{L}$ as constant, one may integrate (7.18) directly to obtain:

$$
\begin{equation*}
\varepsilon_{S}(L)=\varepsilon_{S}(0) \exp \left[\left(\frac{2 \pi_{i} \omega_{S}}{\mu_{S} c} X_{S}\left|\varepsilon_{L}\right|^{2}-\alpha_{S}\right) L\right] \tag{7.23}
\end{equation*}
$$

As before, $L$ is the thickness of the medium in the beam direction. Noting $\{24\}$ that the imaginary part of the complex Raman susceptibility is negative, one may define the Stokes power gain per unit length of the scattering medium as $\{24,99\}$ :

$$
\begin{equation*}
g_{s}=-\frac{4 \pi \omega_{S}\left|\varepsilon_{L}\right|^{2}}{\mu_{s} c} g_{m} x_{s} \tag{7.24}
\end{equation*}
$$

Provided that this quantity exceeds $2 \alpha_{S}$, exponential growth of the Stokes scattered wave with distance, takes place. This is the basis of the Raman laser \{ll2\}, which is the most common application of stimulated Raman scattering. It is easily shown that if the scattering
occurs from a single vibrational line, then $\operatorname{Im} X_{a}=-\operatorname{Im} X_{s}$ for the anti-Stokes frequency $\left(\omega_{a}=2 \omega_{L}-\omega_{S}\right)$, so that for anti-Stokes light the gain is always negative. It follows from equation (7.19) that anti Stokes radiation can be generated once the intensity of the Stokes wave has attained a large value, provided that $\Delta k$ is non-zero. This is, however, a parasitic effect which reduces the gain substantially, and in conventional Raman laser design, an attempt is usually made to elimi nate it.

The more general cases of Stokes and anti-Stokes wave generation in non-colinear wave propagation, are treated in Refs. (24), (99) and (109).

The theory of stimulated Brillouin scattering is not very different from that of stimulated Raman scattering. The relevant equations containing $\chi^{(3)}$ follow from a wave equation for the sound wave, and are difficult to solve except when the sound wave is highly damped. In this case, however, the Stokes and anti-Stokes light waves are produced by sound waves which move in opposite directions. These two waves are related to different normal coordinates of the system, and hence the stokes and anti-Stokes processes are uncoupled. In the case of stimulated Raman scattering, however, the Stokes and anti-Stokes waves arise from a driven molecular vibration described by a single vibrational coordinate, and are coupled except when the anti-Stokes wave is suppressed by a phase mismatch.

## (f) CALCULATION OF NON-LINEAR SUSCEPTIBILITIES (Continued)

In the calculation of third-order non-linear susceptibilities, there are two categories which can be labelled as fast and slow, as stated in Chapter VI, section (b). Fast non-linearities are related to non-resonant electronic motion as described in Chapter 3, and the response times are shorter than optical periods. Slow non-linearities may be further subdivided into: (i) near-resonant electronic interactions such as those used in sodium vapour to demonstrate optical bistability $\{85\}$ and four-wave mixing \{113\}, and (ii) all interactions, whether resonant or not, which are related to nuclear motion. In the latter case, the relevant frequency response of the mechanism can range from the near-infrared down to virtual frequency independence. In the slow non-linearities, some interchange of energy with the light wave takes place and the non-linearity has a finite response time; in the case of fast non-linearities, the role of the medium is strictly catalytic.

The treatment of a slow non-linearity depends upon whether one is dealing with transitions which are optically allowed (single-photon) or optically forbidden (two-photon). In the former case one can use a model such as that outlined in Chapter 3 , provided it is borne in mind that one is infringing on a domain in which a quantum-mechanical treatment of matter is needed. In the case of optically forbidden transitions, a different approach is required, since the non-linearity enters to lowest order in the interaction. The medium then responds as a damped harmonic oscillator to a force that is quadratic in the field.

The susceptibility is developed as follows \{24\}. Let $x_{k}$ denote a small displacement of a normal coordinate of a molecule from its equilibrium position. The polarizability of the molecule is expanded as:

$$
\begin{equation*}
\alpha_{i j}=\alpha_{i j}^{(0)}+\sum_{k} \alpha_{i j k}^{(1)} x_{k} \tag{7.25}
\end{equation*}
$$

where the corresponding induced dipole moment is given by:

$$
\begin{equation*}
d_{i}=\sum_{j} \alpha_{i j} \tilde{E}_{j} \tag{7.26}
\end{equation*}
$$

The component of the driving force acting on the molecule which corresponds to $\mathrm{x}_{\mathrm{k}}$, is:

$$
\begin{equation*}
\frac{\partial}{\partial x_{k}}\left(\sum_{i} d_{i} \widetilde{E}_{i}\right)=\sum_{i j} \alpha_{i j k}^{(1)} \widetilde{E}_{i} \widetilde{E}_{j} \tag{7.27}
\end{equation*}
$$

and therefore the differential equation obeyed by $x_{k}$ may be written as for a damped harmonic oscillator in the form:

$$
\begin{equation*}
\frac{d^{2} x_{k}}{d t^{2}}+\frac{\Gamma_{k}}{M_{k}} \frac{d x_{k}}{d t}+\omega_{k}^{2} x_{k}=\frac{\alpha_{i j k}^{(1)}}{M_{k}} \tilde{E}_{i} \tilde{E}_{j} \tag{7.28}
\end{equation*}
$$

which may be compared with equation (3.14). In equation (7.28), summation over repeated indices (ij) is implied.

There are, in general, many driving terms in the product $\widetilde{E}_{i} \widetilde{E}_{j}$, and the coordinate responds independently to each of these. The dyadic product of the electric fields may be written as:

$$
\begin{equation*}
\widetilde{E}_{i} \widetilde{E}_{j}=\sum_{k \Omega} G_{i j} \exp [i(\underset{\sim}{K} \cdot \underset{\sim}{r}-\Omega t)] \tag{7.29}
\end{equation*}
$$

where $\underset{\sim}{k}=\underset{\sim}{k}{ }_{\beta} \pm \underset{\sim}{k}{ }_{\gamma}$ and $\Omega=\omega_{\beta} \pm \omega_{\gamma}$, and the symbols $\beta, \gamma$ run over all the frequency components of the total electric field. The amplitude $G_{i j}$ is then the appropriate dyadic product of the field amplitudes. Similarly, with:

$$
\begin{equation*}
x_{k}=\sum_{k \Omega} X_{k}(k, \Omega) \exp [i(\underset{\sim}{k} \underset{\sim}{\gamma}-\Omega t)] \tag{7.30}
\end{equation*}
$$

one has from (7.28):

$$
\begin{equation*}
X_{k}(k, \Omega)=\frac{1}{\left[\omega_{k}^{2}-\Omega^{2}-i \frac{\Omega \Gamma_{k}}{M_{k}}\right] \frac{\alpha}{M}_{k}^{(1)}{ }_{m k}^{l m} G_{l m} .} \tag{7.31}
\end{equation*}
$$

The non-linear polarization is constructed by summing the second term in equation (7.25) over all atoms. In the case of scattering from sound waves (Brillouin scattering), it is more convenient to start with $\mathrm{x}_{\mathrm{k}}$ denoting a collective normal coordinate, which requires suitable generalization $\{56\}$ of equation (7.28).

With the effective non-linear polarizability defined as the sum over coordinates and atoms per unit volume of the $\alpha_{i j k}^{(1)}$ term in (7.25), one has from equations (7.30) and (7.31):

$$
\begin{equation*}
\otimes_{i j}^{N L}=\sum_{K \Omega} \sum_{k_{a}} \frac{\left.\alpha_{i j k}^{(1) a} \alpha_{k}^{2}-\Omega^{(1) a}-\frac{e_{m}}{M_{k}}-\frac{\Omega_{k}}{M_{k}}\right]}{\left[\frac{G_{k}}{M_{k}}\right) \exp [i(K \cdot \sim-\Omega t)]} \tag{7.32}
\end{equation*}
$$

where the superscript a is used to denote the atoms. With the $G_{\ell m}$ written as explicit functions of the field amplitudes, equation (6.3) can be used to generate the coefficients $\chi_{\ell m i j}^{(3)}$ :

$$
\begin{equation*}
\tilde{X}_{e m i j}^{(3)}=\frac{\partial}{\partial \widetilde{E}_{e}} \frac{\partial}{\partial \tilde{E}_{m}} O_{i j}^{N L} \tag{7.33}
\end{equation*}
$$

The sums in equation (7.32) have been written explicitly in order to emphasize the fact that $\mathbb{X}_{i j} \mathrm{NL}$ is a sum of phased structures impressed on the medium by the light fields. When these scatter light waves, the process is termed stimulated scattering; whereas when the normal coordinates $x_{k}$ have a random structure arising from thermal or quantum
excitation, the process is termed spontaneous scattering.
The non-linear processes are classified according to the spontaneous processes with which they are associated, and are identified by the values of $\Omega$ and $K$ that make the resonance denominators in equation (7.32) large enough for the effect to be observable.

In Rayleigh scattering, $\omega_{k}$ is zero and the value of $K$ is arbitrary insofar as the denominators do not depend upon it. Resonance occurs at $\Omega=0$, and therefore the phased arrays in (7.32) are independent of time Thus the scattered waves always have the same frequency as the incident waves. When $K \neq 0$ the susceptibility is in the form of a static Bragg grating, which leads to the non-linear process called real-time holography or degenerate four-wave mixing $\{66,70\}$. In the case of $K=0$, the susceptibility is independent of space, and describes a non-linear index of refraction which gives rise to self-focussing $\{55,56,81-83\}$.

Raman scattering is characterized by a non-zero $\omega_{k}$ and arbitrary $K$. In this case $\Omega \approx \omega_{k} \neq 0$, so that the susceptibility is time-dependent. The scattered frequencies are shifted by $\pm \Omega$ from the incident frequencies. There are two cases that arise within this category, depending upon whether the optical frequencies $\omega_{\beta}, \omega_{\gamma}$ are larger or smaller than the phonon frequency $\omega_{k}$. In the first case, we have:

$$
\begin{equation*}
\omega_{\beta}-\omega_{\gamma}=\Omega \approx \omega_{k} \tag{7.34}
\end{equation*}
$$

which describes coherent Raman scattering. As we have already seen, this comprises several possibilities: the frequency of the scattered light may be greater (anti-Stokes scattering) or less (Stokes scattering) than that of the incident light, and multiple scattering may take place (higher-order Stokes and anti-Stokes scattering). These processes are also reviewed in Ref. \{l12\}.

The case where both frequencies are smaller than $\omega_{k}$ leads to a resonance condition:

$$
\begin{equation*}
\omega_{\beta}+\omega_{\gamma}=\Omega \approx \omega_{k} \tag{7.35}
\end{equation*}
$$

Then, energy from both light waves is absorbed by the medium, in the process known as two-photon absorption \{3,24\}. A special case of this occurs when:

$$
\begin{equation*}
\omega_{\beta}=\omega_{\gamma}=\omega=\Omega / 2 \tag{7.36}
\end{equation*}
$$

This two-photon resonance can then be exploited either in the sum process:

$$
\begin{equation*}
\Omega+\omega=3 \omega \tag{7.37}
\end{equation*}
$$

which leads to two-photon resonantly enhanced tripling \{ll4\}, or to the difference process:

$$
\begin{equation*}
\Omega-\omega=\omega \tag{7.38}
\end{equation*}
$$

which gives a two-photon resonant enhancement of real-time holography, a subject of current investigation.

In Brillouin scattering, $\omega_{k}$ is non-zero, and $\Omega /|\underset{\sim}{k}|$ must be approximately equal to the speed of sound in the medium. After suitable generalization of equation (7.28) as in Ref.\{56\}, an expression is obtained for the non-linearity which gives rise to stimulated Brillouin scattering, in which the scattered fields are shifted in frequency with respect to the incident field, and the shift varies with scattering angle. In both Raman and Brillouin scattering processes, where energy is exchanged with the medium, the Manley-Rowe relations should be generalized to allow for the coherently driven vibrations in the medium.

The new developments termed coherent anti-Stokes (CARS) and coherent Stokes (CSRS) Raman spectroscopy, are treated in Ref. $\{112\}$.
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## APPENDIX I

## MACROSCOPIC AND LOCAL QUADRATIC SUSCEPTIBILITIES IN ANISOTROPIC CRYSTALS

The local field at the site of the $i^{\text {th }}$ atom in the unit cell may be written $\{14\}$ as:

$$
\begin{equation*}
\widetilde{E}^{(i)}=\underset{\sim}{E}+\sum_{j}{\underset{\sim}{*}}^{(i j)} \cdot\left({\underset{\sim}{P}}^{L(j)}+{\underset{\sim}{P}}^{N L(j)}\right) \tag{A1}
\end{equation*}
$$

and the polarizations of the $i^{\text {th }}$ atom at angular frequency $\omega_{3}=\omega_{1}+\omega_{2}$ are related to the local fields at $\omega_{1}$ and $\omega_{2}$ by:

$$
\begin{align*}
& {\underset{\sim}{P}}^{L(i)}\left(\omega_{3}\right)=\widetilde{X}^{(1)}\left(\omega_{3}\right) \cdot \widetilde{E}_{\approx}^{(i)}\left(\omega_{3}\right)  \tag{A2}\\
& {\underset{\sim}{P}}^{N L(i)}\left(\omega_{3}\right)=\widetilde{\sim}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right): \widetilde{E}^{(i)}\left(\omega_{1}\right) \widetilde{E}^{(i)}\left(\omega_{2}\right) . \tag{A3}
\end{align*}
$$

Note that ${\underset{\approx}{\approx}}^{(i j)}$, like $\underset{\approx}{\underset{\sim}{\underset{X}{x}}}{ }^{(1)}$, is a $3 \times 3$ matrix.
From equations (A1) and (A2), it follows that:

$$
\begin{equation*}
\underline{\sim}^{L(i)}=\tilde{\bar{X}}^{(1)} \cdot \underset{\approx}{E}+\sum_{j}{\underset{\sim}{X}}^{(1)} \cdot \underline{L}^{(i j)} \cdot\left({\underset{\sim}{P}}^{L(j)}+P^{N L(j))} .\right. \tag{A4}
\end{equation*}
$$

Now with the definition :

$$
\begin{equation*}
\mathcal{M}^{(i j)}=\delta_{i j} \approx-\tilde{X}^{(1)} \cdot \underline{L}^{(i j)} \tag{A5}
\end{equation*}
$$

it follows that :

$$
\begin{equation*}
\sum_{j} M_{\approx^{(i j)}} \cdot P^{L(j)}=\widetilde{X}^{(1)} \cdot \underset{\sim}{E}+{\underset{\sim}{P}}^{N L(i)}-\sum_{j} M^{(i j)} \cdot{\underset{\sim}{P}}^{N L(j)} \tag{A6}
\end{equation*}
$$

Now $\underset{\sim}{\underset{\sim}{M}}(\mathrm{ij})$ in component form would be a $3 \mathrm{~N} \times 3 \mathrm{~N}$ matrix, where N is the number of atomic sites per unit cell. This "supermatrix" clearly has an inverse, which enables a new set of $3 \times 3$ matrices ${\underset{\sim}{\underset{\sim}{R}}}^{(i j)}$ to be defined such that:

$$
\begin{equation*}
\sum_{j} M_{\approx}^{(i j)} \cdot R^{(j k)}=\sum_{j} R^{(i j)} \cdot M_{\approx}^{(j k)}=\delta_{i \beta i} I \tag{A.7}
\end{equation*}
$$

From equation (A6) one finds, on applying the inverse matrix:

$$
\begin{equation*}
{\underset{\sim}{P}}^{L(k)}+{\underset{P}{ }}^{N L(k)}=\sum_{i}{\underset{\approx}{ }}^{(k i)}{\underset{X}{X}}^{(1)} \cdot \underset{\approx}{E}+\sum_{i}{\underset{\approx}{ }}^{(k i)}{\underset{\sim}{P}}^{N L(i)} \tag{A8}
\end{equation*}
$$

On summing over all atoms in the unit cell, one therefore obtains:

$$
\begin{equation*}
\underset{\sim}{P}={\underset{\sim}{P}}^{L}+{\underset{\sim}{P}}^{N L}=\sum_{i k}{\underset{\approx}{R}}^{(k i)} \underset{\approx}{\approx} \cdot \underset{\sim}{(1)} \underset{\sim}{E} \sum_{i k}{\underset{\approx}{ }}^{(k i)} \cdot{\underset{\sim}{P}}^{N L(i)} \tag{A9}
\end{equation*}
$$

whence by inspection:

$$
\begin{equation*}
\frac{(\underset{\approx}{\epsilon}-\bar{I})}{4 \pi}=\sum_{i k}{\underset{\sim}{2}}^{(k i)} \approx^{(1)} \tag{AlO}
\end{equation*}
$$

and

$$
\begin{equation*}
\underset{\sim}{D}\left(\omega_{3}\right)=\underset{\approx}{E}\left(\omega_{3}\right) \cdot E\left(\omega_{3}\right)+4 \pi \sum_{i k}{\underset{\approx}{\approx}}^{(k i)}\left(\omega_{3}\right) \cdot{\underset{\sim}{P}}^{N L(i)}\left(\omega_{3}\right) \tag{Ali}
\end{equation*}
$$

We now write the last term in (All), which is the effective macroscopic non-linear polarization, in terms of the microscopic non-linear polarizability tensors. Provided that $p^{N L} \ll P^{L}$, equations (A1) and (A.2) yield:

$$
\begin{equation*}
\sum_{j}\left(\delta_{i j} \frac{T}{\approx}-{\underset{\approx}{L}}^{(i j)} \cdot{\underset{X}{\approx}}^{(1)}\right) \cdot{\underset{\sim}{E}}^{(j)}=\underline{E} \tag{A12}
\end{equation*}
$$

Now, energy considerations require the symmetry of polarizability $\left(\underset{\sim}{\sim}{ }^{(1)}\right.$ ) and Lorentz ( $\left.\underset{\sim}{L}\right)$ tensors. With $T \equiv$ transpose,

$$
\begin{aligned}
& \tilde{X}^{(n)}=\left({\underset{X}{\widetilde{X}}}^{(1)}\right)^{\top} \\
& {\underset{\approx}{\approx}}^{(i j)}={\underset{\approx}{(j i)}}_{\left(L^{(j)}\right.}=\left({\underset{\approx}{(j i)}}^{(j)}\right.
\end{aligned}
$$

equation (A12) can be written as:

$$
\begin{equation*}
\sum_{j}\left(M_{\approx}^{(j)}\right)^{T} \cdot{\underset{\sim}{E}}^{(j)}=\underset{\sim}{E} \tag{A13}
\end{equation*}
$$

By means of the transpose of (A7), this can be written as:

$$
\begin{equation*}
{\underset{\sim}{E}}^{(k)}=\sum_{i}\left({\underset{\approx}{ }}^{(i k)}\right)^{\top} \cdot \underset{\sim}{E} . \tag{Al4}
\end{equation*}
$$

On combining (Al4) with (A1l) and (A3), the effective macroscopic nonlinear polarization is found to be:

$$
\begin{aligned}
\sum_{i k} R^{(k i)}\left(\omega_{3}\right) \cdot \widetilde{X}_{\approx}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right) & :\left[\sum_{j}\left(R^{(j i)}\left(\omega_{1}\right)\right)^{\top} \cdot \underset{\approx}{\approx}\left(\omega_{1}\right)\right] \\
\times & {\left[\sum_{l}\left(R^{(l i)}\left(\omega_{2}\right)\right)^{\top} \cdot E\left(\omega_{2}\right)\right] . }
\end{aligned}
$$

This last expression may be put equal to $\underset{\approx}{\underset{\sim}{X}}(2): \underset{\sim}{E}\left(\omega_{1}\right) \underset{\sim}{E}\left(\omega_{2}\right)$, and on defining:

$$
\begin{equation*}
{\underset{\approx}{(i)}}^{(\omega)}=\sum_{l}\left(R^{e i}(\omega)\right)^{\top} \tag{A15}
\end{equation*}
$$

one has for the third-rank macroscopic polarizability tensor:

$$
\begin{equation*}
{\underset{\approx}{\approx}}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right)=\sum_{i} \tilde{X}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right):{\underset{\approx}{N}}^{(i)}\left(\omega_{3}\right) N_{\approx}^{(i)}\left(\omega_{1}\right) \underset{\approx}{N^{(i)}\left(\omega_{2}\right)} . \tag{A16}
\end{equation*}
$$

In component form ( abc ),

$$
\chi_{a b c}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right)=\sum_{i} \sum_{d e f} \widetilde{X}_{d e f}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right) N_{d a}^{(i)}\left(\omega_{3}\right) N_{e b}^{(i)}\left(\omega_{1}\right) N_{f c}\left(\omega_{2}\right)
$$

Now it has been shown in the text that the $\widetilde{X}_{i j k}^{(2)}$ satisfy the set of permutation symmetry relations \{14\}:

$$
\begin{equation*}
\tilde{X}_{i j k}^{(2)}\left(\omega_{3} ; \omega_{1}, \omega_{2}\right)=\tilde{X}_{j \neq i}^{(2)}\left(\omega_{1} ;-\omega_{2}, \omega_{3}\right)=\tilde{X}_{k i j}^{(2)}\left(\omega_{2} ; \omega_{3},-\omega_{i}\right) \tag{Al8}
\end{equation*}
$$

or, in other words, the frequencies may be permuted at will provided the Cartesian indices are simultaneously permuted so that a given frequency is always associated with the same index. clearly, the macroscopic non-linear susceptibility $\underset{\sim}{\chi(2)}$ satisfies the same permutation
 symmetry properties of the crystal lattice as a whole, whereas the individual non-linear polarizabilities $\underset{\sim}{\widetilde{x}}(2)$ have the symmetry properties of the individual lattice sites $\{14\}$.

## APPENDIX II

## CRYSTAL CLASSES EXHIBITING QUADRATIC SUSCEPTIBILITY

There are seven crystal systems comprising thirty-two crystal classes \{17\}, but of these only twenty lack a centre of inversion and thus possess quadratic susceptibility. These are listed in order of increasing symmetry, and for each class (in the Schönfliess description (16\}) are indicated the non-zero tensor elements \{4\}. The relationships between the components are stated with the assumption of the Kleinman symmetry relation (3.30) in addition to the general symmetry relation (3.28). For brevity, non-zero components which may be obtained from those already stated merely by permutation of the last two indices (as in (3.29)), are omitted.

1. Triclinic System (Class $C_{1} L$

The crystals of this class lack symmetry elements, and thus all 18 (10 independent) tensor elements $X_{i j k}$ are non-zero.
2. Monoclinic System (Class $\mathrm{C}_{2}$ )

These crystals have a twofold symmetry axis (z); rotation through $180^{\circ}$ about this axis leaves the crystal invariant. The non-zero elements are $X_{113}=X_{311} ; X_{223}=X_{322} ; X_{123}=X_{321}=X_{213}$ and $\chi_{333}$ (4 independent components).
3. Monoclinic System (Class $C_{S}$ )

These crystals possess a plane of symmetry (xy), reflection in which leaves the crystal invariant. The non-zero elements are those in which the index 3 appears only in pairs or not at all. $X_{111} ; X_{122}=X_{212} ; X_{133}=X_{313} ; X_{112}=X_{211} ; X_{222 ;}$
$X_{233}=X_{323}(6$ independent components).
4. orthorhombic System (Class $\mathrm{D}_{2}$ )

Crystals of this class have three mutually perpendicular twofold axes ( $x, y, z$ ). Rotation through $180^{\circ}$ about any of these axes reverses the direction of the two remaining axes. The only nonzero components of $X_{i j k}$ are those in which all three indices are different.
$X_{123}=X_{312}=X_{213}$ (1 independent component).
5. Orthorhombic System (Class C ${ }_{2 v}$ L

These crystals have one twofold axis (z) parallel to two planes of symmetry, $x z$ and $y z$. The components of $X$ must be invariant under rotations about the $z$ axis and reflection in the $x z$ and/or $y z$ plane. The non-zero components $X_{i j k}$ are $X_{311}=X_{113}$; $X_{322}=X_{223} ; X_{333}$ (3 independent components).
6. Tetragonal System (Class $\mathbf{S}_{4}$ )

Crystals of this class are invariant under $90^{\circ}$ rotation about the $z$ axis followed by reflection in the $x y$ plane. The non-zero components $X_{i j k}$ are $X_{312}=X_{123}=X_{231} ; X_{311}=X_{131}=-X_{232}=-X_{322}$ (2 independent components).
7. Tetragonal System (Class $\mathrm{C}_{4}$ )

These crystals are invariant under $90^{\circ}$ rotations about the fourfold $z$ axis. The non-zero elements $X_{i j k}$ are $X_{333}$; $X_{311}=X_{113}=X_{223}=X_{322}$ ( 2 independent components).
8. Tetraqonal System (Class $D_{2 d}$ )

This class is characterized by three mutually perpendicular twofold axes ( $x, y, z$ ) and two planes of symmetry through the $z$ axis that bisect the angles between the $x$ and $y$ axes. Thus, in addition to the symmetry elements in class $D_{2}$, the components $X_{i j k}$ must also be invariant under permutation of the indices 1 and 2 (independent of Kleinman symmetry). Therefore the only non-zero
components of $X_{i j k}$ are $X_{123}=X_{213}=X_{321}$ (1 independent component).
9. Tetragonal System (Class $D_{4}$ )

Crystals of this class have a fourfold axis of symmetry ( $z$ ) and four twofold axes in the xy plane. In addition to the symmetry elements of class $D_{2}$, only $90^{\circ}$ rotation about the $z$ axis need be considered. Because of this transformation the component $X_{312}$ must vanish, the Kleinman symmetry condition therefore requiring that all components $X_{i j k}$ be zero. Without the Kleinman condition one would have $X_{123}=-X_{213}$. However, the fact that no crystal of this class possessing non-linear properties is known, is a strong indication of the practical usefulness of Kleinman's conjecture. (O independent components)
10. Tetragonal System (Class $\mathrm{C}_{4 \mathrm{~V}}$ )

Crystals of this class have a fourfold axis of symmetry $z$ parallel to four planes of symmetry, one of which is the plane $x z$. In addition to the symmetry elements of class $\mathrm{C}_{4}$, the components must be invariant under reflection in these planes. The non-zero components are $X_{333} ; X_{311}=X_{113}=X_{223}=X_{322}$ (2 independent components).
11. Trigonal or Rhombohedral System (Class $\mathrm{C}_{3}$ )

These crystals are invariant under rotations of $120^{\circ}$ about the threefold symmetry axis $z$. The non-zero components are $X_{333}$; $X_{113}=X_{223}=X_{311}=X_{322} ; X_{111}=-X_{122}=-X_{212}$; $X_{211}=-X_{222}=X_{112}$ ( 4 independent components).
12. Trigonal System (Class $\mathrm{D}_{3}$ )

Crystals of this class have a threefold axis of symmetry ( $z$ axis) and three twofold axes of symmetry in the xy plane, one of the latter being the $x$ axis. The non-zero components are $X_{111}=-X_{122}=-X_{212}(1$ independent component $)$.

## 13. Trigonal System (Class $\mathrm{C}_{3 \mathrm{~V}}$ )

These crystals have a threefold symmetry axis $z$ parallel to three planes of symmetry, one of these being the plane $x z$. The nonzero components are $X_{333} ; X_{113}=X_{223}=X_{311}=X_{322 ;}$
$X_{111}=-X_{122}=-X_{212}$ (3 independent components).

## 14. Hexagonal System (Class $\mathrm{C}_{3 \mathrm{~h}}$ )

Crystals of this class have a threefold axis of symmetry (z) and a plane of symmetry ( $x y$ ). The non-zero components are $X_{122}=X_{212}=-X_{111} ; X_{172}=X_{211}=-X_{222}$ ( 2 independent components).
15. Hexagonal System (Class $\mathrm{D}_{3 \mathrm{~h}}$ )

These crystals have a threefold axis of symmetry $z$ and three twofold axes, one of which coincides with the $x$ axis, as well as a plane of symmetry ( $x y$ ). The non-zero components are $X_{122}=X_{212}=-X_{111}$ (l independent component).
16. Hexagonal System (Class $\mathrm{C}_{6} \dot{L}$

Crystals of this class are invariant under $60^{\circ}$ rotations about a sixfold symmetry axis (z). The non-zero components are $X_{333}$; $X_{113}=X_{223}=X_{311}=X_{322}$ ( 2 independent components).
17. Hexagonal System (Class $\mathrm{D}_{6}$ )

These crystals have a sixfold symmetry axis (z) and six twofold axes lying in the plane $x y$. As in the case of the class $D_{4}$, non. zero components can only exist in violation of kleinman's conjecture. These are $X_{123}=-X_{213}$ ( $O$ independent components).
18. Hexaqonal System (Class $C_{8 V}$ )

Crystals of this class have a sixfold symmetry axis (z) parallel
to six symmetry planes, one of which is the $x z$ plane. The nonzero components are $X_{333} ; X_{113}=X_{223}=X_{311}=X_{322}$
(2 independent components).
19. Cubic System (Class T)

These crystals have three orthogonal twofold symmetry axes $x, y, z$ and four diagonal threefold axes. The non-zero components are $X_{123}=X_{312}=X_{231}$ (1 independent component).
20. Cubic System (Class $T_{d}$ )

In addition to the symmetry elements of class $T$. crystals of this class have six symmetry planes, each of which contains two of the four diagonal threefold axes. The non-zero components are the same as for class $\mathrm{T}: X_{123}=X_{312}=X_{231}$ ( 1 independent component)

The above classes are summarized in Table II.l, in which the reader will also find listed some typical crystals of importance in nonlinear optics. Crystals with point symmetry $\mathrm{D}_{4}$ and $\mathrm{D}_{6}$ are forbidden by the Kleinman condition \{15\} from exhibiting second-harmonic generation and related effects.
TABLE II. 1

| Crystal Class \{16\} | Type \{9\} | (non-zero) <br> Independent Elements $X_{i j k}^{(2)}\{4\}$ | Typical Examples $\{4,16\}$ |
| :---: | :---: | :---: | :---: |
| Triclinic ( $\mathrm{C}_{1}$ ) | Biaxial | 10 | $\mathrm{KIO}_{3}$ (potassium iodate) |
| Monoclinic ( $\mathrm{C}_{2}$ ) | Biaxial | 4 | $\begin{aligned} & \left.\left(\mathrm{CH}_{2} \mathrm{NH}_{2} \mathrm{COOH}\right)_{3} \mathrm{HH}_{2} \mathrm{SO}_{4}\right) \\ & \text { (triglycine sulphate) } \end{aligned}$ |
| Monoclinic ( $\mathrm{C}_{\mathrm{s}}$ ) | Biaxial | 6 |  |
| Orthorhombic ( $\mathrm{D}_{2}$ ) | Biaxial | 1 | Rochelle salt |
| Orthorhombic ( $\mathrm{C}_{2 \mathrm{~V}}$ ) | Biaxial | 3 | $\mathrm{NaNO}_{2}$ (sodium nitrite) |
| Tetragonal ( $S_{4}$ ) | Uniaxial | 2 | $\mathrm{C}\left(\mathrm{CH}_{2} \mathrm{OH}\right)_{4}$ |
| Tetragonal ( $\mathrm{C}_{4}$ ) | Uniaxial | 2 |  |
| Tetragonal ( $\mathrm{D}_{2 \mathrm{~d}}$ ) | Uniaxial | 1 | $\begin{cases}\mathrm{KDP} & \left(\mathrm{KH}_{2} \mathrm{PO}_{4}\right) \\ \text { ADP } & \left(\mathrm{NH}_{4} \mathrm{H}_{2} \mathrm{PO}_{4}\right)\end{cases}$ |
| Tetragonal ( $\mathrm{D}_{4}$ ) | Uniaxial | 0 |  |
| Tetragonal ( $\mathrm{C}_{4 \mathrm{~V}}$ ) | Uniaxial | 2 | $\mathrm{BaTiO}_{3}$ (barium titinate) |
| Trigonal ( $\mathrm{C}_{3}$ ) (Rhombohedral) | Uniaxial | 4 |  |
| Trigonal ( $\mathrm{D}_{3}$ ) | Uniaxial | 1 | $\mathrm{SiO}_{2}$ ( $\alpha$-quartz); HgS (cinnabar) |
| Trigonal ( $\mathrm{C}_{3 \mathrm{v}}$ ) | Uniaxial | 3 | $\mathrm{LiNbO}_{3}$ (lithium niobate) |
| Hexagonal ( $\mathrm{C}_{3 \mathrm{~h}}$ ) | Uniaxial | 2 |  |
| Hexagonal ( $\mathrm{D}_{3}$ ) | Uniaxial | 1 |  |
| Hexagonal ( $\mathrm{C}_{8}$ ) | Uniaxial | 2 | $\mathrm{LiIO}_{3}$ (lithium iodate) |
| Hexagonal ( $\mathrm{D}_{8}$ ) | Uniaxial | 0 |  |
| Hexagonal ( $\mathrm{C}_{\text {8V }}$ ) | Uniaxial | 2 | cds (cadmium sulphide) |
| Cubic (T) | Isotropic | 1 | $\mathrm{NaClO}_{3}$ (sodium chlorate) |
| Cubic ( $\mathrm{T}_{\mathrm{d}}$ ) | Isotropic | 1 | ```ZnS (zinc sulphide) GaAs (gallium arsenide)``` |

## APPENDIX III

## THE MANLEY-ROWE RELATIONS

Because of their importance in sum- and difference-frequency generation in a non-linear medium, the original derivation of the ManleyRowe relations $\{25,26\}$ is summarized here, with the aim both of clarifying the underlying assumptions upon which they are based and of illustrating the strong analogy that can be drawn between electrical circuit theory and laser physics.

Based upon unpublished work by Manley some twenty years earlier, these relations were derived $\{25\}$ with reference to a hysteresisless and loss-free non-linear reactance (specifically a non-linear capacitor). The characteristic of the non-linear capacitor is given by specifying the voltage as some arbitrary function of the charge:

$$
\begin{equation*}
v=f(q) \tag{Bl}
\end{equation*}
$$

where $f(q)$ is assumed to be single-valued. The situation is considered where two generators of fundamental (incommensurable) frequencies $\mathrm{f}_{1}=\omega_{1} / 2 \pi$ and $\mathrm{f}_{\mathrm{O}}=\omega_{0} / 2 \pi$ are connected to the non-linear capacitor; as a result, all of the frequencies:

$$
f_{m, n}=m f_{1}+n f_{0}
$$

will be present in the circuit, where $m$ and $n$ take on all integral values, positive, negative and zero. The charge $q$ flowing into the non-linear capacitor may be written as the double Fourier series:

$$
\begin{equation*}
q=\sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} \bigoplus_{m, n} \exp [i(m x+n y)] \tag{B2}
\end{equation*}
$$

where $x=\omega_{1} t, y=\omega_{0} t . \quad$ Since $q$ is real,

$$
\begin{equation*}
Q_{m, n}=\vartheta_{-m,-n}^{*} \tag{B3}
\end{equation*}
$$

The variables $x$ and $y$ are initially considered as independent, taking on any values in the $x y$ plane, and are subsequently replaced by the
above substitution in terms of angular frequency, so that only values along a straight line in the xy plane appear in the final results (method of calculating modulation products \{27\}). The current flowing into the non-linear capacitor is therefore given by:

$$
\begin{equation*}
i=\sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} I_{m, n} \exp [i(m x+n y)] \tag{B4}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{m, n}=i\left(m \omega_{1}+n \omega_{0}\right) Q_{m, n} \tag{B5}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{m, n}=I_{-m,-n}^{*} \tag{B6}
\end{equation*}
$$

Now

$$
\begin{equation*}
v=f(q)=f[q(x, y)]=F(x, y) \tag{B7}
\end{equation*}
$$

and since the voltage is now a single-valued function, periodic in x and $y$, it may also be expanded in a double Fourier series:

$$
\begin{align*}
& V=\sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} V_{m, n} \exp [i(m x+n y)]  \tag{B8}\\
& V_{m, n}=V_{-m,-n}^{*} \tag{B9}
\end{align*}
$$

where the coefficients are given by:

$$
\begin{equation*}
V_{m, n}=\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} d y \int_{0}^{2 \pi} d x F(x, y) \exp [-i(m x+n y)] \tag{Blo}
\end{equation*}
$$

On multiplying both sides of (BlO) by im $Q_{m, n}^{*}$ and summing over the full range of $m$ and $n$, one obtains:

$$
\begin{align*}
& \sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} i m Q_{m, n}^{*} V_{m, n}=\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} d y \int_{0}^{2 \pi} d x F(x, y) \\
& x \sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} i m Q_{m, n}^{*} \exp [-i(m x+n y)] \tag{Bll}
\end{align*}
$$

From the derivative of (B2) with respect to $x$, and using (B3) and (B5), one finds that


The limits of the second integral indicate that the variation of $q$ is determined by allowing $x$ to vary from $O$ to $2 \pi$, holding $y$ constant.

After a similar analysis with the roles of $x$ and $y$ interchanged, the following result is readily obtained:

$$
\begin{equation*}
\sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} \frac{n V_{m, n} I_{m, n}^{*}}{m \omega_{1}+n \omega_{0}}=\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} d x \int_{q(x, 0)}^{q(x, a \pi)} f(q) d q \tag{B13}
\end{equation*}
$$

where the limits of the second integral indicate that the variation of $q$ is determined by allowing $y$ to vary from $O$ to $2 \pi$ with $x$ constant.

While all of the above equations have included both positive and negative frequencies, there can be no physical distinction between a positive and a negative frequency of the same magnitude. In order to relate the quantities $V_{m, n} I_{m, n}^{*}$ to the average powers associated with the various frequencies, pairs of terms on the left-hand sides of (Bl2) and (B13) should be appropriately combined. This i.s achieved by defining the time-averaged vector power:

$$
\begin{equation*}
S_{m, n}=P_{m, n}+i X_{m, n}=2 V_{m, n} I_{m, n}^{*} \tag{B14}
\end{equation*}
$$

in terms of the real ( $P_{m, n}$ ) and reactive ( $X_{m, n}$ ) powers flowing into the non-linear element at a particular frequency. This frequency includes both the positive and negative components $\pm\left|m f_{1}+n f_{0}\right|$. Thus with

$$
\begin{equation*}
S_{m, n}=S_{-m,-n}^{*} \tag{Bl5}
\end{equation*}
$$

we have

$$
\begin{equation*}
P_{m, n}=V_{m, n} I_{m, n}^{*}+V_{m, n}^{*} I_{m, n}=P_{-m,-n} \tag{Bl6}
\end{equation*}
$$

We note in addition that since $q$ is periodic in both $x$ and $y$, and $f(q)$ is single-valued, the integrals on $q$ on the right-hand sides of equations (Bl2) and (Bl3) must be identically zero for all values of $y$ and $x$, respectively. From (Bl2) and (B13), one therefore has (grouping together corresponding positive and negative frequency components and taking care not to count particular contributions twice):


These are the Manley-Rowe relations, which must be satisfied independently by the powers flowing into the non-linear capacitor at the various frequencies. A later derivation by the same authors [26\} is even simpler mathematically than the approach \{25\} presented above. These relations clearly apply equally well in the case of a non-linear inductor.

With hysteresis present, corresponding relations may be derived provided that there are no departures from the principal single-frequency hysteresis loop established by the local oscillator (frequency $f_{1}$ ) alone. Thus, the path traversed in the $q-v$ plane is assumed to be, at most, double-valued. Hence, the level of the local oscillator at the frequency $f_{1}$ is assumed to be large enough to drive the nonlinear element well into saturation, so that the $q-v$ characteristic will be single-valued over appreciable regions near its ends. The signal levels at the other frequencies are assumed to be small compared with the local oscillator level.

With these restrictions in mind, we now return to our original analysis, and regard $f(q)$ as a double-valued function of $q$. In the following, the lower branch of this function must be chosen when the charge at the local oscillator frequency $f_{1}$ is increasing, the upper branch when it is decreasing. Thus with $Q_{1,0}=Q_{-1,0}$ so that both are
real (from (B3)) and the local oscillator charge at frequency $f_{1} a$ cosine function, then for $0<x<\pi$ the upper branch of the $q-v$ characteristic must be chosen, while for $\pi<x<2 \pi$ the lower branch is selected. In (B7), while $v$ is a double-valued function of $q$, it is a single-valued function of $x$ and $y$, and therefore satisfies the requirement for expansion into a double Fourier series. Therefore, hysteresis does not alter the analysis leading up to (B12) and (B13).

The integrals on the right-hand sides of these equations must now be re-considered. With $y$ constant in (B12), q will travel entirely around the hysteresis loop as x goes from 0 to $2 \pi$, and therefore the integral on $q$ yields a constant, independent of $y$, and equal to the area of the hysteresis loop

$$
\begin{equation*}
h=\oint f(q) d q \tag{B19}
\end{equation*}
$$

This is also equal to the energy dissipated in the non-linear reactor in one transit around the hysteresis loop, corresponding to an average power dissipation

$$
\begin{equation*}
P=f_{1} h \tag{B20}
\end{equation*}
$$

On the other hand in (Bl3), with x constant, q will travel back and forth along the same branch of the hysteresis loop, returning to its initial value without enclosing any area as $y$ goes from $O$ to $2 \pi$. Thus, this integral on $q$ is identically equal to zero for all $x$, and the right-hand side of (B13) remains equal to zero, as in the case of no hysteresis. Equations (B12) and (B13) therefore yield the modified Manley-Rowe relations:


In (B21), the hysteresis term may be transferred to the left-hand side and combined with the local oscillator term $P_{1}, 0 / \omega_{1}$ to give ( $\left.P_{1}, o-P\right) / \omega_{1}$. Therefore, the only difference from the results for the hysteresisless case is that the power lost in hysteresis is subtracted from the input power from the local oscillator. Thus, the power lost in hysteresis may be considered to come only from the local oscillator
circuit, subject to the restriction that the hysteresis loop is no more than double-valued.

As an example of the foregoing analysis, we consider the simple case of non-linear modulators and demodulators in which only one of the principal sidebands of the signal about the carrier is allowed to carry a significant amount of power \{25\}. All other sidebands are assumed to be reactively terminated. Let $\mathrm{f}_{1}$ again denote the local oscillator frequency, and $f_{2}$ a second applied frequency small compared with $f_{1}$. The corresponding sum and difference frequencies are denoted by

$$
\begin{equation*}
f_{ \pm}=f_{1} \pm f_{2} \tag{B23}
\end{equation*}
$$

the plus and minus signs corresponding to the terms non-inverting modulator (demodulator) and inverting modulator (demodulator), respectively, used in electrical engineering. For modulators the signal input is at $f_{2}$, the signal output at either $f_{+}$or $f_{-}$for demodulators the signal input is at either $f_{+}$or $f_{-1}$ the signal output at $f_{2}$.

For the non-inverting modulator and demodulator, and assuming that the powers at all but the three frequencies shown are equal to zero, the Manley-Rowe relations (B17) and (Bl8) yield:

$$
\begin{equation*}
\frac{P_{1}}{\omega_{1}}=\frac{P_{2}}{\omega_{2}}=-\frac{P_{+}}{\omega_{+}} \tag{B24}
\end{equation*}
$$

where $P_{1}, P_{2}$ and $P_{+}$represent the powers flowing into the non-linear reactor at frequencies $f_{1}, f_{2}$ and $f_{+}$, respectively. For the modulator $P_{1}$ and $P_{2}$ are positive, representing power flowing into the non-linear reactor, while $P_{+}$is negative, representing the useful power output of the device. For the demodulator, the reverse signs apply to the various powers.

For the inverting modulator and demodulator, the Manley-Rowe relations in turn yield:

$$
\begin{equation*}
\frac{P_{1}}{\omega_{1}}=-\frac{P_{2}}{\omega_{2}}=-\frac{P_{-}}{\omega_{-}} \tag{B25}
\end{equation*}
$$

where $P_{\text {_ }}$ represents the power flowing into the non-linear reactor at the frequency $f_{-}$. For both the inverting modulator and demodulator, $P_{1}$ is positive, $P_{2}$ and $P_{-}$negative; the input power from the local oscillator at the frequency $f_{1}$ flows out of the non-linear reactor at the two signal frequencies $f_{2}$ and $f_{\text {_ }}$.

Now a striking analogy exists between equations (B24) and (B25) and the corresponding relations applicable to sum- and differencefrequency generation in a crystal with non-linear susceptibility owing
to the interaction of wave fields of frequencies $f_{1}$ and $f_{2}$. After division of the corresponding equations (see Chapter 4) by the reduced Planck's constant ( $\hbar$ ), relations are obtained connecting the changes in photon density (photon flux) at the various frequencies. Although the interpretation of these relations may then readily be given using the photon concept, it is clear from the foregoing that the relations arise from the two basic premises, viz. conservation of energy and the nonlinear response of the medium \{26\}, and do not have special quantummechanical significance.

Consultation of Ref. \{9\} will show the analogies between the electrical circuit theory discussed in this section of the Appendix and non-linear optics applications, as listed in Table III.l.

## TABLE III. 1

| ELECTRICAL CIRCUIT | ANALOGOUS LASER APPLICATION |
| :--- | :--- |
| non-inverting modulator | parametric up-conversion |
| non-inverting demodulator | parametric down-conversion |
| inverting modulator |  |
| inverting demodulator | parametric amplification |
| parametric oscillation |  |

## APPENDIX IV

## THE INDEX ELLIPSOID

Many of the important results for extraordinary wave propagation in a uniaxial crystal follow immediately from the properties of the index ellipsoid $\{12,13\}$, i.e. the polar plot of $\mu_{e}(\theta)$ as given by equation (2.12). In the case of a negative uniaxial crystal, a plane section through this ellipsoid of revolution which includes the optic axis will be an ellipse of semi-major axis $\mu_{o}$ and semi-minor axis $\mu_{e}$ in the case of the positive uniaxial crystal, the semi-major axis will be $\mu_{e}$ and the semi-minor axis $\mu_{0}$. This is easily seen from consideration of the ellipse:

$$
\begin{equation*}
\frac{x^{2}}{\mu_{0}^{2}}+\frac{y^{2}}{\mu_{e}^{2}}=1 \tag{Cl}
\end{equation*}
$$

where:

$$
\left.\begin{array}{l}
x=r \cos \theta  \tag{C2}\\
y=r \sin \theta
\end{array}\right\}
$$

$\theta$ being the angle between $\underset{\sim}{r}$ and the optic axis. Substitution from (C2) into (Cl) yields:

$$
\begin{equation*}
r=\frac{\mu_{0} \mu_{e}}{\sqrt{\mu_{0}^{2} \sin ^{2} \theta+\mu_{e}^{2} \cos ^{2} \theta}} \tag{c3}
\end{equation*}
$$

which immediately leads to the identification (from equation (2.12)):

$$
\begin{equation*}
r=\mu_{e}^{(\theta)} \tag{C4}
\end{equation*}
$$

Next, we show that the outward drawn normal to this ellipsoid of revolution at any point $\left(\mu_{e}(\theta), \theta\right)$ is the ray direction (direction of energy propagation) for the particular wave normal at an angle $\theta$ to the optic axis. Differentiation of (Cl) yields for the slope of the tan-
gent to the index ellipsoid:

$$
\begin{equation*}
m_{1}=-\left(\frac{\mu_{e}}{\mu_{0}}\right)^{2} \frac{x}{y} \tag{c5}
\end{equation*}
$$

whence the slope of the outward normal at the point $\left(\mu_{e}(\theta), \theta\right)$ equals:

$$
\begin{align*}
m_{2} & =\tan \varphi=\left(\frac{\mu_{0}}{\mu_{e}}\right)^{2} \frac{y}{x}  \tag{C6}\\
& =\left(\frac{\mu_{0}}{\mu_{e}}\right)^{2} \tan \theta
\end{align*}
$$

in agreement with equation (2.30). (An elegant proof of this proposition will be found in the appendix to Ref. \{46\}.)

Moreover, from (C2)-(C5), it immediately follows that:

$$
\begin{equation*}
m_{1} \equiv \tan \beta=\left(\frac{\mu^{2}-\mu_{e}^{2}}{\mu^{2}-/ \mu_{0}^{2}}\right) \tan \theta \tag{C7}
\end{equation*}
$$

in agreement with equation (2.29). The electric field associated with the extraordinary ray is therefore tangential to the index ellipsoid, and lies in the plane containing $n=\stackrel{r}{\sim} / r$ and the optic axis. Its direction is in the sense of increasing $\theta$. Therefore, the unit vectors $\left(\frac{1}{|\underset{\sim}{S}|} \underset{\sim}{S}, \frac{1}{|\underset{\sim}{E}|} \underset{\sim}{E}, \frac{1}{|\underset{\sim}{H}|} \underset{\sim}{H}\right)$ form a right-handed orthogonal set identical to the "usual" spherical polar unit vectors ( ${\underset{\sim}{i}}_{r},{\underset{\sim}{i}}_{\boldsymbol{i}}{\underset{\sim}{i}}_{\phi}^{\mathbf{i}}$ ).

The double refraction (aperture or "walk-off") angle $\alpha=|\theta-\varphi|$ now follows from (c3)-(C6) :

$$
\begin{equation*}
\tan \alpha=\frac{1}{\mu_{0} \mu_{e}}\left[\left(\mu_{0}^{2}-\mu^{2}\right)\left(\mu^{2}-\mu_{e}^{2}\right)\right]^{\frac{1}{2}} \tag{c8}
\end{equation*}
$$

in agreement with equation (2.31).
Next, we consider the general problem of collinear phase matching as discussed in section (f) of Chapter 5.

Type Ia phase matching:

The two conditions (5.53) and (5.54) yield for this case:

$$
\begin{equation*}
\mu_{3 e}(\theta)=\frac{1}{\omega_{1}+\omega_{2}}\left[\mu_{10} \omega_{1}+\mu_{20} \omega_{2}\right] \equiv \mu_{0}^{\prime} \tag{C9}
\end{equation*}
$$

Now provided that:

$$
\begin{equation*}
\mu_{0}^{\prime} \geqslant \mu_{3 e} \tag{ClO}
\end{equation*}
$$

phase matching will be achieved for the angle:

$$
\begin{equation*}
\psi_{0}^{I a}=\operatorname{arc} \sin \left[\frac{\mu_{3} e}{\mu_{0}^{\prime}}\left(\frac{\mu_{30}^{2}-\mu_{0}^{2}}{\mu_{30}^{2}-/ \mu_{3 e}^{2}}\right)^{\frac{1}{2}}\right] \tag{cl1}
\end{equation*}
$$

This type of phase matching is therefore suitable in the case of negative uniaxial crystals.

Type Ib phase matching:

The two conditions (5.53) and (5.54) yield for this case:

$$
\begin{equation*}
\mu_{30}=\frac{1}{\omega_{1}+\omega_{2}}\left[\mu_{1 e}(\theta) \omega_{1}+\mu_{2 e}(\theta) \omega_{2}\right] \tag{Cl2}
\end{equation*}
$$

The curve described by the right-hand side of (cl2) is, however, not in general expressible in the form (C3), and the calculation of the phase match angle therefore more cumbersome than in the previous case. However, provided that:

$$
\begin{equation*}
\mu_{e}^{\prime} \equiv \frac{1}{\omega_{1}+\omega_{2}}\left[\mu_{1 e} \omega_{1}+\mu_{2 e} \omega_{2}\right] \geqslant \mu_{30} \tag{cl3}
\end{equation*}
$$

a phase match angle $\psi_{o}^{I b}$ can be obtained from (Cl2). This type of phase matching is therefore suitable in the case of positive uniaxial crystals.

## Type IIa phase matching:

The two conditions (5.53) and (5.54) yield for this case:

$$
\begin{equation*}
\mu_{3 e}(\theta)=\frac{1}{\omega_{1}+\omega_{2}}\left[\mu_{10} \omega_{1}+\mu_{2 e}(\theta) \omega_{2}\right] \tag{Cl4}
\end{equation*}
$$

The solution for the phase match angle is again more cumbersome than (Cll). However, provided that:

$$
\begin{equation*}
\frac{1}{\omega_{1}+\omega_{2}}\left[\mu_{10} \omega_{1}+\mu_{2 e} \omega_{2}\right] \geqslant \mu_{3 e} \tag{C15}
\end{equation*}
$$

a solution will exist for $\psi_{0}^{I I a}$. Now clearly in order for (Cl5) to hold in the case of neqative uniaxial crystals, one has the necessary conditions:
i)

$$
\begin{align*}
& \omega_{1} \geqslant \omega_{2}, \text { if } \mu_{20} \leqslant \mu_{3 e} \\
& \mu_{10}>\mu_{3 e}
\end{align*}
$$

Conditions i) and ii) will be seen to hold in the solutions displayed in figure 2 of Ref. \{52\}.

## Type IIb phase matching:

The two conditions (5.53) and (5.54) yield for this case:

$$
\begin{equation*}
\mu_{30}=\frac{1}{\omega_{1}+\omega_{2}}\left[\mu_{10} \omega_{1}+\mu_{2 e}(\theta) \omega_{2}\right] \tag{Cl6}
\end{equation*}
$$

which again lacks a simple solution of the type (cll). However, provided that:

$$
\begin{equation*}
\frac{1}{\omega_{1}+\omega_{2}}\left[\mu_{10} \omega_{1}+\mu_{2 e} \omega_{2}\right] \geqslant \mu_{30} \tag{Cl7}
\end{equation*}
$$

a solution will be found for $\psi_{o}^{I I b}$. In order for (Cl7) to hold in the case of positive uniaxial crystals, one has the necessary conditions:

$$
\omega_{2} \geqslant \omega_{1}, \quad \text { if } \quad \mu_{1 e} \leqslant \mu_{30}
$$

$$
\mu_{2 e}>\mu_{30}
$$

It is clear from a comparison of (cl0) with (Cl5) for the case of
negative uniaxial crystals, and (Cl3) with (Cl7) in the case of positive uniaxial crystals, that for given frequencies $\omega_{1}$ and $\omega_{2}$, the phase match angle (where it exists) for type II processes is always greater than for type $I$ processes, as noted for second harmonic generation by Hobden $\{36\}$.

## BIAXIAL CRYSTALS

The Fresnel equation (2.8), with:

$$
\begin{equation*}
v_{j}=\frac{c}{\sqrt{\epsilon_{j}}}=\frac{c}{\mu_{j}} \tag{C18}
\end{equation*}
$$

may be re-written as:

$$
\begin{gather*}
\mu_{1}^{2}\left(\mu_{2}^{2}-\mu^{2}\right)\left(\mu_{3}^{2}-\mu^{2}\right) x^{2}+\mu_{2}^{2}\left(\mu_{1}^{2}-\mu^{2}\right)\left(\mu_{3}^{2}-\mu^{2}\right) y^{2} \\
 \tag{Cl9}\\
+\mu_{3}^{2}\left(\mu_{1}^{2}-\mu^{2}\right)\left(\mu_{2}^{2}-\mu^{2}\right) z^{2}=0
\end{gather*}
$$

where:

$$
\begin{equation*}
x_{j}=\mu n_{j} \tag{C2O}
\end{equation*}
$$

in terms of the direction cosines $\left(n_{j}\right)$ of the wave normal.
Equation (Cl9), which applies to the triclinic, monoclinic and
orthorhombic crystal systems, represents a two-sheeted surface with four points of intersection. When joined to the origin, these points yield the directions of the optic axes of the biaxial crystal. A cross section through the centre, perpendicular to one of the principal axes (i.e, a principal section) yields both an ellipse and a circle in each case. It is readily shown from (Cl9) that the principal section $x_{j}=0$ consists of the circle:

$$
\begin{equation*}
\mu=\mu \tag{C21}
\end{equation*}
$$

as well as the ellipse:

$$
\begin{equation*}
\frac{x_{i}^{2}}{\mu_{k}^{2}}+\frac{x_{k}^{2}}{\mu_{i}^{2}}=1 \tag{C22}
\end{equation*}
$$

For the ordering $\mu_{1}<\mu_{2}<\mu_{3}$ chosen in the text, the following situations will be seen to apply: (a) In the xy plane, the ellipse lies within the circle. (b) In the $y z$ plane, the circle lies within the ellipse. (c) In the $x z$ plane, the circle and the ellipse intersect in four points. Opposite points, when connected, describe the two (primary) optic axes of the biaxial crystal, which are therefore perpendicular to the $y$ axis.

From equations (C21) and (C22), it is readily found that the optic axes are each inclined at an angle:

$$
\begin{equation*}
\eta=\operatorname{arc} \tan \left[\frac{\mu_{3}}{\mu_{1}}\left(\frac{\mu_{2}^{2}-\mu_{1}^{2}}{\mu_{3}^{2}-} \mu_{2}^{2}\right)^{\frac{1}{2}}\right] \tag{C23}
\end{equation*}
$$

to the $z$ axis, in agreement with equation (6.14). For a wave normal directed along one of the optic axes, there are therefore two possible directions lying in the $x z$ plane, of the corresponding Poynting vector. These two ray directions are given by the normal to the circle (c2l) with $j=2$, and the normal to ellipse (C22) with $j=2$, calculated at one of the points of intersection. By differentiating these two equations, one determines the angle $\alpha$ between the two ray directions (i.e. the angle between the corresponding tangents) to be given by:

$$
\begin{equation*}
\tan \alpha=\frac{1}{\mu_{1} \mu_{3}}\left[\left(\mu_{2}^{2}-\mu_{1}^{2}\right)\left(\mu_{3}^{2}-\mu_{2}^{2}\right)\right]^{\frac{1}{2}} \tag{C24}
\end{equation*}
$$

This is the apex angle of the cone of ray directions corresponding to wave normals along an optic axis, which characterizes the process of internal conical refraction (equation (6.13)). It bears a striking resemblance to the double refraction angle (C8) for extraordinary wave propagation in a uniaxial crystal.
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[^0]:    *This also follows from the definition (50) for $G_{i j}$. With $i=j$, the integrand in (48) is always positive, and permits no cancellation due to varying phase, as happens when $i \neq j$. Hence with $I_{1}=I_{2}\left(\left|E_{1}^{+}\right|^{2}=\left|E_{2}^{+}\right|^{2}\right),\left|G_{12}\right|=\left|G_{21}\right|$ is always smaller than $G_{11}=G_{22}$.

[^1]:    With this example we want to close this chapter where we have given an idea of how in principle the different nonlinearities which are responsible for the most prominent effects in nonlinear optics arise in a microscopic picture. We have used rather simple models in order to clearify the basic ideas - we did not intend to derive quantitative expressions e.g. for the nonlinear susceptibilities.

